











































































































2.3 Applicationstospanningilinear Independence

Consider once again our first example from 2.1

X t Xz 2 3 4

Ii fo y2 I 5 7

his system can be written in a new way using vectors

I lift L
a T columns of

coefficientmatrix

our solution was 5
1

and sure enough

041 2141 II f HI
So Finding solutions

to Atb r

L

Findingpoints JFmdinglinearcombinations
intersection of hyperplanes

of the columns of A
that equal b

Row Picture column Picture














































































































This new perspective can help us solve some formerly tricky
problems from chapter 1

SpanningProblemis
mLet IT I in be a set of vectors in R and let

A It in

be the matrix whose columns are I VI Tn

eA vector b belongs to Span I Ja in if and

only if the system Atb is consistent

If it is consistent any solution I f givesan
linear combination that equals 5

X VT t XrJzt t XnTn To

E Does

f
belong to

spank ft if














































































































Solution Here A

L I
b

if
Is A 15 consistent

III Ii's iii it I air

I 7
area

The system is inconsistent so I is NOT in

the span

Ex Does

µ
belong to span

1 1,131,111 41

Solution As an exercise check that

I p.info i pO O O I 1 RREF














































































































This system is consistent so

I odes belong

to this Span The solution to the system is

I

f t t

µ
tek

So if I

fg
or any other vector in the solution

we have C 2 11
4
71

t o

g
1
fly L

Ex Show that any vector in I can be written

as a linear combination of i L and 9

This is Q4 a of Assignment 4

Solution we need to show that the system
I l O

f z 5 is consistent for all b














































































































sat fi 9 Eml ft iTunes
1

The rank of f is 2 so every row

has a
leading 1 the system is alwaysconsistent

Every bier belongs to Span11111 19

Note In 2.2 we saw that A15 is consistent for all

vectors b if and only if RankCA m of equations

IntermsofspanninI
The columns of A span 112M if and only if RankCAI M

An interesting consequence
Tfspanlvi.va.e.vnf.IR thenn

why

If Span Viva Tn Rm then RankA m byabove

But then m Rank A E min m n Eh
so n m Boo














































































































E Is

1µg J 1,3g f
a spanning set for 1125

Solution NO WAY By the above result we need at least

5 vectors to span 1125

LinearIndependence problems

Let IT Ja in be a set of Vectors in Rm and let

A Ivi ri in

be the matrix whose columns are VT VT VT

The columns of A are linearly independent if and only if
the only solution to the homogeneous system Ato is 5 8

So fit 4 in is linearly independent if and only if
IAloThasauniquesolution

EI Is
g ft linearly independent














































































































Solution The homogeneous system is

149 friar ir

I l L
Remember the righthandside is 8

The only solution is 5 8

i The set is linearly independent

E Is
Lg fo linearly independent

Z
0

Solution The homogeneous system is

3

µ o ti

t L
The rank is 2 so

of parameters of columns Rank 3 2 1














































































































There are infinitely many solutions so the set is

linearly dependent

The solution is I tf2,3 te IR so any such

vector gives us a linear combination

I S
It seems like

gj.gg

ggBoBthf

q
en

the set of vectors is

f FEqEEEI.IEI.t.Eqyindependentexactyi co
when every column of A

iEu
has a pivot

That'sexacttyrightt

From 2.2 a consistent system has n Rank A parameters

Ato has a unique solution if and only if n Rank

i e Rankfth or equivalently everycolumnhas apiot














































































































In terms of linear independence

The columns of A I VI VT are linearly
independent if and only if RankCA n

1

An interesting consequence

If VT VT VT is a linearly independent set of
vectors in Rm then NEM

why
Because if VT VT Tn is linearly independent then

Rank A h by above But then

n RankCA EMin M

so NEM BI

EE Is ft I f linearly independent

Solution No WAY By the above result a linearly

independent set in IR has at most 3 vectors














































































































Basisproblemse

To show that a set T Tz VT is a basis for Rm

We must show that

lil T it is linearly independent so A hin.vn has ank n

Iii Span vi Vi On IR so A CT vi h m

Nite This is only possible if m n

of rows of mns

The columns of A T Jz Ju are a basis for
IR if and only if RankCA n

Consequence IEuerybasisfo.se nvectors

EI Is I E a basis for 1123


































Solution We have that

f o it III Into III i

I real
So thank 3 of columns the set is

linearly independent

of rows the set spans 1123

I I is a basis for 1123

theorem Big heorem.ve n1

Let A be a matrix with h columns and n rows

The following are equivalent

1 The columns of A are linearly independent



y
2 The columns of A span R

3 The columns of A are a basis for IR
4 Rank A n

5 Ato has a unique solution

6 Atb is consistent for all b ER

With a bit of work see text one can extend these

ideas to prove the following

If 5 is any subspace of
R then any two

bases for S have the same number of vectors

Definition If 8 is a subspace of R with a basis

containing K vectors we say that the dimension of 5 is K

Ex The standard basis E ein see 81.7 is a

basis for 112 with n vectors so dim112 n



Exi From 1.7 a line in R has dimension 1

a plane in R has dimension 2

a hyperplane in R has dimension n l


