











































































































2.2 GaussJordanElimination

w f avoid doing it

Y
Yes Consider our first example from 2.1

I H fi ifO O LL l
REF

By doing a few more row operations we can

drastically simplify the back substitution process

R t2123
Rz Rz1 iii I it't

l itas














































































































From here we quickly get 1 1 1
Nobacksubstitution

The reason it worked The matrix is in a very
special type of REF called reducedrowechelonform

Definition A matrix is said to be in reduced row echelon

form RRIE if

1 it is in REF

z all leading entries are 1 called leading and
I

3 in any column with a leading 1 all other

entries are O

OE
fig Og 9,34g

is in RREF but
11g og ofO O O

and
Jtggo

to are NOT they fail z and 3 respectively
a

a














































































































We can always put a matrix into RREF by first

writing it in REF and then eliminating the entries above

the leading 1 s from right to left

This process is called Gauss Jordan elimination

E Write I 3 5 8 i in RREF and find the
1 L L

general solution

Solution

1 3 58 i

fo I If IGo f II g Re 214
o o o o

RI D

R 5R2

c lie pO O O l O

9
µg

PREF














































































































Now it's easy to read off the solution

Since Xe is not leading it is free

Xz t tER

Then Xy 0

3 2

X 9 3 2 9 3T

So the solution is

I
5 19IO tJ f9ogJttf

ter

One important thing about KREF it's unique

i matrix has one and only one RREF

This is NOT the case for REF






























































































TheRankofaMatrix

From 2 I we know that the number of leading
entries in a REF can tell us if a system is

a inconsistent

b consistent with a unique solution or

c consistent with infinitely many solutions

Let's give this number a name the rant

Definition The rank of a matrix is the number

of leading 1 s in its RREF

Note The rank of a matrix A is actually the

number of leading entries in any
REF of A

But since the KREE is unique and the REF is not

its easier to make arguments in terms of RREF



E

g off
has rank 2

O O RREF

I 2

of Oo Y has rank 2

0
REF

2 0 We havewhat's the rank of I 4 o

O l 2 O

I 24 0 Ra za Io Io so rank L
RREF

Note If A is a matrix with M rows and

n columns then Rank A E min min why

Our findings from 2 I can be summarized in

terms of the rank of a matrix

theorem Let Atb be a system of
ur equations in n variables



1 The system is consistent if and only if

the rankofA therankot

2 If the system is consistent the number of

parameters in the general solution is the

number of variables minus the rank

Itofparametersn Rant

From these two points we can make some very

interesting observations

Corollary Let A15 be a system of ur equations
in n variables

1 The system is consistent for all vectors bERM

if and only if RankCA

i.e every row of A has a leading 1

21 If the system is consistent and has a unique

solution for all b e R then Rank A1 h m



Homogeneoussystems

In the next section and throughout the remainder of

the course we will often deal with systems whose

right hand side is 8

Such a system is called homogeneous

Exe 2x t Xz o is a homogeneous system
X t Xz X O

Xz t 2 3 0

Note

1 Our EROS don't change the right hand side of

a homogeneous system so we often just omit it

So instead of writing µ I Og for the above

system we write

µ I q
and remember that

the right hand side is O



2 A homogeneous system is alwaysconsistent

I og
is always a solution

Since we know a solution exists we are often more

interested in the numberofparameterse in the general
solution

EI

f I f g RER

I Ii il t
Rank

creep H ofparameters

taene.aton x

tf41
te IR


