
Optimal 3-terminal cuts and linear programmingWilliam H. Cunningham1 and Lawrence Tang21 Department of Combinatorics & Optimization, University of Waterloo, Waterloo,ON, Canada, N2L 3G12 Department of Mathematics, University of British Columbia, Vancouver, BC,Canada V6T 1Y8Abstract. Given an undirected graph G = (V;E) and three speci�edterminal nodes t1; t2; t3, a 3-cut is a subset A of E such that no twoterminals are in the same component of GnA. If a non-negative edgeweight ce is speci�ed for each e 2 E, the optimal 3-cut problem is to�nd a 3-cut of minimum total weight. This problem is NP-hard, and infact, is max-SNP-hard. An approximation algorithm having performanceguarantee 76 has recently been given by C�alinescu, Karlo�, and Rabani.It is based on a certain linear programming relaxation, for which it isshown that the optimal 3-cut has weight at most 76 times the optimal LPvalue. It is proved here that 76 can be improved to 1211 , and that this isbest possible. As a consequence, we obtain an approximation algorithmfor the optimal 3-cut problem having performance guarantee 1211 .1 IntroductionGiven an undirected graph G = (V;E) and k speci�ed terminal nodes t1; : : : ; tk,a k-cut is a subset A of E such that no two terminals are in the same componentof GnA. If a non-negative edge-weight ce is speci�ed for each e 2 E, the optimalk-cut problem is to �nd a k-cut of minimumtotal weight. This problemwas shownby Dahlhaus, Johnson, Papadimitriou, Seymour, and Yannakakis [5] to be NP-hard for k � 3. (Of course, it is solvable in polynomial time if k = 2.) They alsogave a simple polynomial-time algorithm having performance guarantee 2(k�1)k ,that is, it is guaranteed to deliver a k-cut of weight at most 2(k�1)k times theminimum weight of a k-cut. Later, in [6], the same authors showed that fork � 3 the problem is max-SNP-hard, which implies that, assuming P6=NP, thereexists a positive " such that the problem has no polynomial-time approximationalgorithm with performance guarantee 1 + ".The present paper concentrates on the optimal 3-cut problem. From theabove remarks, it follows that this problem is max-SNP-hard, and the approxi-mation algorithm of [6] has a performance guarantee of 43 . Recently, C�alinescu,Karlo�, and Rabani [1] gave an approximation algorithm having a performanceguarantee of 76 . We give a further improvement that is based on their approach.Chopra and Rao [3] and Cunningham [4] investigated linear programmingrelaxations of the 3-cut problem, showing results on classes of facets and separa-tion algorithms. Here are the two simplest relaxations. (By a T-path we mean theedge-set of a path joining two of the terminals. By a wye we mean the edge-set



of a tree having exactly three nodes of degree one, each of which is a terminal.For a set A, a subset B of A, and a vector z 2 RA, z(B) denotes Pj2B zj .)minimizePe2E cexe(LP1) subject tox(P ) � 1; P a T -pathxe � 0; e 2 E:minimizePe2E cexe(LP2) subject tox(P ) � 1; P a T -pathx(Y ) � 2; Y a wyexe � 0; e 2 E:It follows from some simple observations about shortest paths, and the equiva-lence of optimization and separation, that both problems can be solved in poly-nomial time. It was proved in [4] that the approximation algorithm of [5] deliversa 3-cut of value at most 43 times the optimal value of (LP1). (In particular, theminimum weight of a 3-cut is at most 43 times the optimal value of (LP1).) Itwas conjectured that the minimum weight of a 3-cut is at most 1615 times theoptimal value (LP2). The examples in Figure 1 (from [4]) show that this conjec-ture, if true, is best possible. In both examples, the values of a feasible solutionx of (LP2) are shown in the �gure. The weights ce are all 2 for the example onthe left. For the one on the right they are 1 for the edges of the interior triangle,and 2 for the other edges. In both cases the minimum 3-cut value is 8, but thegiven feasible solution of (LP2) has value 7.5.
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t2 t3Fig. 1. Bad examples for (LP2)Recently, C�alinescu, Karlo�, and Rabani [1] gave a new linear programmingrelaxation. Although their approach applies to any number k of terminals, wecontinue to restrict attention to the case when k = 3. They need to assume that Gbe a complete graph. (Of course, if any missing edges are added with weight zero,the resulting 3-cut problem is equivalent to the given one, so this assumption



is not limiting.) The relaxation is based on the following observations. First,every minimal 3-cut is of the form �(R1; R2; R3), where ti 2 Ri for all i. Here,where R is a family of disjoint subsets of R, �(R) denotes the set of all edgesof G joining nodes in di�erent members of the family. Since c � 0, there is anoptimal 3-cut of this form. Second, the incidence vector x of a minimal 3-cutis a kind of distance function, that is, it de�nes a function d(v; w) = xvw onpairs of nodes of G which is non-negative, symmetric, and satis�es the triangleinequality. Finally, with respect to d the distance between any two terminalsis 1, and the sum of the distances from any node v to the terminals is 2. Theresulting linear-programming relaxation is:minimize Pe2E cexe(LP3) subject toxvw = 1; v; w 2 T; v 6= wPv2T xvw = 2; w 2 Vxuv + xvw � xuw � 0; u; v; w 2 Vxe � 0; e 2 E:This relaxation is at least as tight as (LP2). To see this, suppose that (af-ter adding missing edges to make G complete), we have a feasible solution xto (LP3). Then for any path P of G joining u to v, x(P ) � xuv, by applyingthe triangle inequality. It follows that x(P ) � 1 for any T -path P . Moreover,any wye Y is the disjoint union of paths P1; P2; P3 from some node v to theterminals. It follows that x(Y ) � Pw2T xvw = 2. Thus every feasible solutionof (LP3) gives a feasible solution of (LP2) having the same objective value. The�rst example of Figure 1 shows that the optimal value of (LP3) can be strictlygreater than the optimal value of (LP2). On the other hand, the second exampleshows that there is no hope to prove in general that the the minimumweight ofa 3-cut is less than 1615 times the optimal value of (LP3).It was proved in [1] that the minimum weight of a 3-cut is at most 76 timesthe optimal value of (LP3). As a consequence, an approximation algorithm forthe optimal 3-cut problem having a performance guarantee of 76 was derived. (Itis clear that (LP3) can be solved in polynomial time, since it is of polynomialsize.) However, it was left open whether this result could be strengthened; thesecond example of Figure 1 shows an example for which the minimumweight ofa 3-cut can be as large as 16/15 times the optimal value of (LP3), and this isthe worst example given in [1]. (To see that x of that example does extend to afeasible solution of (LP3), we simply de�ne x on each missing edge uv to be theminimum length, with respect to lengths xe, of a path from u to v.)In this paper it is shown that the minimum weight of a 3-cut is at most 1211times the optimal value of (LP3), and that this is best possible. (This result hasbeen obtained independently by Karger, Klein, Stein, Thorrup, and Young [7].)As a consequence we obtain an approximation algorithm for the optimal 3-cutproblem having a performance guarantee of 1211 .



2 Triangle embeddingsC�alinescu, Karlo�, and Rabani [1] introduced an extremely useful geometricrelaxation, which they showed was equivalent to the linear-programming re-laxation (LP3). Let 4 denote the convex hull of the three elementary vectorse1 = (1; 0; 0), e2 = (0; 1; 0), and e3 = (0; 0; 1) in R3. By a triangle embeddingof G we mean a mapping y from V into 4 such that y(ti) = ei for i = 1; 2; 3.A triangle embedding y determines a vector x 2 RE as follows. For each edgeuv, let xuv be one-half the L1 distance from y(u) to y(v). It is easy to seethat this x is a feasible solution to (LP3). Conversely, a feasible solution xof (LP3) determines a triangle embedding y as follows. For each node v, lety(v) = (1 � xt1v; 1� xt2v; 1� xt3v).Given a triangle embedding y we can obtain x as above, and then use x toobtain a triangle embedding y0. It is easy to see that y = y0. It is not true, onthe other hand, that every feasible solution of (LP3) arises in this way from atriangle-embedding. However, it is \almost true". The following result is implicitin [1], and we include a proof for completeness.Theorem1. Let x be a feasible solution of (LP3), let y be the triangle embeddingdetermined by x and let x0 be the feasible solution of (LP3) determined by y.Then x0 � x, and if x is an optimal solution of (LP3), so is x0.Proof. First, observe that the second statement is a consequence of the �rst andthe non-negativity of c. Now let uv 2 E. Both y(u) and y(v) have component-sum 1. Therefore, y(u) � y(v) has component-sum zero, and so one-half of theL1 distance between y(u) and y(v) is the sum of the non-negative componentsof y(u) � y(v). Hence we may assume, perhaps by interchanging u with v andrelabelling the terminals, that one-half of the L1 distance between y(u) and y(v)is the sum of the �rst two components of y(u) � y(v). Therefore,12ky(u) � y(v)k1 = y1(u) � y1(v) + y2(u)� y2(v)= 1� xut1 � (1� xvt1) + 1� xut2 � (1� xvt2)= (2� xut3) � (2� xvt3)� xuv;as required. utThe approximation algorithm of C�alinescu, Karlo�, and Rabani uses thefollowing ideas. Suppose that (LP3) is solved, and an optimal solution x� thatarises from a triangle embedding is found. For a number � between 0 and 1 thatis di�erent from x�rv for every v 2 V and r 2 T , and an ordering r; s; t of T ,de�ne Rr = fv 2 V : x�rv < �g, Rs = fv 2 V nRr : x�sv < �g, Rt = V n(Rr [Rs).We call the 3-cut �(Rr ; Rs; Rt) uniform (with respect to this x�). It is easy tosee that there are O(n) uniform 3-cuts. The algorithm of [1] simply chooses theuniform 3-cut having minimum weight. It is proved to have weight at most 76times the minimumweight of a 3-cut.



We consider a slight generalization of the notion of uniform 3-cut. Let �; �0be two numbers chosen as � was above, and let r; s; t be an ordering of T . De�neRr = fv 2 V : x�rv < �g, Rs = fv 2 V nRr : x�sv < �0g, Rt = V n(Rr [Rs). Wecall the 3-cut �(Rr ; Rs; Rt) at (with respect to this x�). Clearly, every uniform3-cut is at. It is easy to see that there are O(n2) at 3-cuts. Our approximationalgorithm simply chooses the at 3-cut having minimum weight. We will showthat it has weight at most 1211 times the weight of an optimal 3-cut. This resultis based on a tight analysis of the bound for the optimal 3-cut problem given by(LP3).3 Linear programming againIt is easy to check that if the optimal value of (LP3) is zero, then there is a 3-cutof weight zero. Therefore, we may assume that the optimal value is positive. Soour problem may be restated as �nding the best upper bound, over all choicesof G and c, for the minimum weight of a 3-cut divided by the optimal valueof (LP3). By multiplying c by an appropriate positive number, we may assumethat the minimum weight of a 3-cut is 1. It is now more convenient to provethe best lower bound on the value of (LP3). Surprisingly, we can use a di�erentlinear programming problem to do this.Assume that G is �xed, and that an optimal solution x� of (LP3) is also�xed. Then the problem of �nding the worst optimal value can be stated as:minimizePe2E cex�e(P ) subject toc(S) � 1; S a 3-cutce � 0; e 2 E:Note that the variables are the weights ce! It may seem that the hypothesis thatG and x� are known is very strong, but it turns out that we can assume thatthere are not many choices for them. First, we may assume that x� is rational,since it is an optimal solution of a linear-programming problem having rationaldata. Therefore, there exists a positive integer q such that qx� is integer-valued.Second, we may assume that x� arises from a triangle-embedding y�, and itis easy to see that qy� is integral, as well. Therefore, we can think of y� asembedding the nodes of G into a �nite subset 4q of 4, consisting of thosepoints y 2 4 for which qy is integral. We de�ne the planar graph Gq = (4q; Eq)by uv 2 Eq if and only if the L1 distance between u and v is 2q . Figure 3 showsG9; the numbers there are explained later. For nodes u; v of Gq, we denote bydq(u; v) the least number of edges of a path in Gq from u to v. (It is easy to seethat dq(u; v) = q2 times the L1 distance from u to v.)Theorem2. Let G; c be a 3-cut instance, let x� be a rational-valued optimalsolution of (LP3), with corresponding triangle-embedding y�, and let q be a pos-itive integer such that qx� is integral. Then there is a 3-cut instance on graph Ĝwith nodeset 4q and edge-weights ĉ such that:
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0 Fig. 2. G9(a) x̂ de�ned by qx̂uv = dq(u; v) for all uv 2 E is a feasible solution of (LP3)(for Ĝ; ĉ), and ĉx̂ � cx�;(b) The optimal 3-cut value for Ĝ; ĉ is at least that for G; c;(c) ĉe = 0 for all e =2 Eq;(d) For every at 3-cut of Ĝ with respect to x̂, there is a at 3-cut of G withrespect to x� having no larger weight.Proof. We use the mapping y� from V to 4q , and we assume that x� arisesfrom y�. Suppose that two nodes u; v of G are mapped to the same point of 4qby y�. Form G0 by identifying u with v and, where multiple edges are formed,replacing the pair by a single edge whose weight is their sum. Then every 3-cutof G0 determines a 3-cut of G having the same weight, so the minimumweight ofa 3-cut of G0 is at least the minimum weight of a 3-cut of G. Moreover, x� alsodetermines a triangle-embedding of G0, so there is a feasible solution of (LP3)for G0 having value cx�. Finally, every at cut of G0 gives a at cut of G of thesame weight. Thus the theorem is true for G if it is true for G0, and so we mayassume that y� is one-to-one.Now suppose that y� is not onto, that is, that there is an element z of 4qsuch that y�(v) 6= z for all v 2 V . We can form a graph G0 from G by addinga node v and an edge uv of weight zero for every u 2 V . It is easy to see thatthe minimum weight of a 3-cut of G0 is the same as that of G. Also, if we mapthe new node to z, we get a triangle embedding of G0, and it corresponds to afeasible solution of (LP3) on G0 having value equal to cx�. Finally, every atcut of G0 corresponds to a at cut of G of the same weight. So the theorem is



true for G if it is true for G0. It follows that we may assume that y� is onto.Therefore, we may assume that V = 4q, and that y� is the identity mapping.Now suppose that there exists uv 2 EnEq, such that cuv = " > 0. Let P bethe edge-set of a path in Gq from u to v such that jP j = dq(u; v). Decrease cuvto zero, and increase ce by " for all e 2 P . We denote the new c by c0. Then,since every 3-cut using e uses an edge from P , the minimum weight of a 3-cutwith respect to c0 is not less than that with respect to c. (Similarly, every at3-cut has value with respect to c0 not less than that with respect to c.) Nowc0x� = cx� � "dq(u; v) + "dq(u; v) = cx�. This argument can be repeated as longas there is such an edge uv. utIt is a consequence of the above theorem that it is enough to study the 3-cut problem on graphs Gq with x�e = 1q for all e 2 Eq. (That is, to obtain thebest bound on the ratio of the optimal weight of a 3-cut to the optimal valueof (LP3), it su�ces to analyze such graphs and weights.) In particular, for eachpositive integer q, we are interested in the optimal value of the following linearprogramming problem. minimize 1qPe2E ce(Pq) subject toc(S) � 1; S a 3-cut of Gqce � 0; e 2 EqThe dual problem is maximize P zS(Dq) subject toPe2S � 1q ; e 2 EqzS � 0; S a 3-cut of Gq:We actually solved these problems numerically for several values of q, and thenwere able to �nd solutions for general q.Theorem3. For q � 4 the optimal value of (Pq) and of (Dq) is equal tof(q) =8><>: 1112 + 112(q+1) ; if q � 0 mod 31112 + 112q ; if q � 1 mod 31112 + 112q � 112q2 ; if q � 2 mod 3Moreover, there is an optimal solution of (Dq) for which zS is positive only if Sis a at 3-cut.It is easy to see that Theorems 2 and 3 have the following consequence. Thisresult has been proved independently by Karger et al. [7], whose approach issomewhat di�erent, but also uses a linear programming analysis of triangle-embedding.Theorem4. For any 3-cut instance, the minimum weight of a 3-cut is at most1211 times the optimal value of (LP3), and the constant 1211 is best possible. ut



4 An improved approximation algorithmAlgorithm1. Find a rational-valued optimal solution x� of (LP3).2. Find the triangle embedding y� determined by x�.3. Return the at 3-cut of minimum weight.As pointed out before, the �rst step can be performed in polynomial time. Thepolynomial-time algorithms for linear programming can be modi�ed to return arational-valued optimal solution, and one of polynomial size. The second is easy.So is the third step, using the observation made earlier that there are only O(n2)at 3-cuts of G.Theorem5. The above algorithm returns a 3-cut of weight at most 1211 timesthe minimum weight of a 3-cut.Proof. We may assume that the optimal value of a 3-cut is 1, so it is enoughto prove that the algorithm delivers a 3-cut of weight at most 1211 . Let x� be arational-valued optimal solution for (LP3), and let q be a common denominatorfor the components of x�, such that q is a multiple of 3. Consider an optimalsolution z� of (Dq) as given by Theorem 3. ThenXS 1211z�S � 1;and z�S > 0 only if S is a at 3-cut. Thereforeminz�S>0 c(S) �XS 1211z�Sc(S)= 1211XS z�Sc(S)= 1211Xe2E ceXe2S z�S� 1211Xe2E cex�e� 1211 : ut5 Proof of Theorem 3To prove Theorem 3, it is enough to give feasible solutions of (Pq) and of (Dq)having objective value f(q). For simplicity, we will actually do something weaker.For the case when q � 0 mod 3, we give a feasible solution of (Pq) having objec-tive value f(q), and a feasible solution to (Dq) using only variables corresponding



to at 3-cuts having objective value 1112 . Although this does not quite prove The-orem 3, it is enough to prove Theorems 4 and 5, since a common denominatorfor the components of x� can always be chosen to be a multiple of 3.First, we describe our feasible solution to (Pq). Consider Figure 2 which showsG9. Let c0e be the number next to edge e, or 1 if no number appears. It is easy tosee that the minimum value of a 3-cut is 40, so c = c0=40 is a feasible solution to(P9). Its objective value is the sum of the components of c0 divided by 9, whichis 3740 .Here is the general construction (when q is a multiple of 3) for an optimalsolution of (Pq). If q = 3m, divide 4q into three \corner triangles" of side mtogether with the \middle hexagon". Put c0e = 3m+1 for all edges incident withthe terminals. Put c0e = 2m+ 2 for all other edges on the boundary of 4q. Putc0e = m�1 for each edge e in a corner triangle that is parallel to an outside edgeand distance 1 from it. Put c0e = 1 for all other edges in the middle hexagon(including its boundary). Put c0e = 0 for all other edges.It is easy to convince oneself that the minimumweight of a 3-cut with respectto c0 is 4(3m+1), and hence that c = c0=4(3m+1) is a feasible solution to (Pq).Here is a sketch of a proof. (The ideas come, essentially, from the result ofDahlhaus, et al. [5], showing that there is a polynomial-time algorithm to solvethe optimal multiterminal cut problem when G is planar and the number ofterminals is �xed.) Any minimal 3-cut of Gq has the form �(R1; R2; R3). Thereare two kinds of such 3-cuts, corresponding to the case in which there is a pairi; j for which there is no edge joining a node in Ri to a node in Rj, and theone where this is not true. The minimum value of a 3-cut of the �rst type issimply the sum of the weights of two cuts, each separating a terminal from theother two. In the case of Gq with c0 described above, to show that any such cuthas weight at least 4(3m + 1), it is enough to show (due to the symmetry ofc0) that any cut separating one terminal from the other two has weight at least2(3m+1). This is done by exhibiting an appropriate ow of this value from oneterminal to the other two.The second type of 3-cut corresponds to the union of three paths in theplanar dual of Gq, such that the three paths begin at the same face triangleand end with edges that are on di�erent sides of the outside face. Finding aminimum-weight such 3-cut can be accomplished by, for each choice of the facetriangle, solving a shortest path problem. Therefore, to show that any 3-cut ofthe second type has c0-weight at least 4(3m+1), one shows that, for each choiceof face triangle, there is an appropriate \potential" on the faces of Gq.To compute the objective value of this feasible solution (Pq), note that thereare 6 edges e having c0e = 3m+1, 3(3m�2) edges e having c0e = 2m+2, 6(m�1)edges e having c0e = m � 1, and 9m2 edges e having c0e = 1. From this we getthat the total c0-weight of all the edges is 3m(11m+12). To obtain the objectivevalue of the resulting c in (Pq), we divide by 4(3m+1)(3m), and this gives f(q)for q = 3m.Now we need to show a feasible solution of (Dq) having objective value 1112 .This requires a weighting of the at 3-cuts of Gq. We assign positive dual vari-



ables to two kinds of 3-cuts. For each integer j, 1 � j < m and each choice of twoterminals r; s we consider the (uniform) 3-cut �(Rr(j); Rs(j); V n(Rr(j)[Rs(j)))where, for t = r; s, Rr(j) = fv 2 Vq : dq(t; v) < jg. There are 3m such 3-cuts S,and for each of them we set zS = 14q . Notice that these variables contribute to theleft-hand side of the main constraint of (Dq) only for certain edges, namely, thosethat are contained in the corner triangles and are parallel to one of the two sidesof 4 that meet at that corner. For each of these edges, the total contribution isexactly 1=2q.
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5Fig. 3. Feasible solution of (D9)The weights assigned to the second type of at cut are determined by aweighting of the face triangles of Gq that are contained in the middle hexagon.See Figure 3, where such a weighting of the face triangles is indicated for G9. Letus use the term row in the following technical sense. It is de�ned by a straightline through the centre of a face triangle and parallel to one of its three sides.When we speak of the face triangles in the row, we mean all of the face trianglesthat are intersected by the line. When we speak of the edges in the row, wemean all of the edges that are intersected by the line. Notice that in the �gure,the sum of the weights of the face triangles in each row is the same, namely 35.It is obvious how to extend this pattern to �nd a weighting with this propertyfor any q = 3m. Then the sum of the weights of the face triangles in any row is4m2 � 1.Given a face triangle, consider the set of all edges in the three rows containingthe triangle. It is possible to choose two at 3-cuts of Gq whose union is this



set, and whose intersection is a single edge, or is the set of edges of the facetriangle. (There is more than one way to do this.) For each of these two 3-cuts,assign a weight equal to the weight of the triangle divided by 2q(4m2�1). (Notethat a 3-cut S may be assigned weight by two di�erent face triangles; theseweights are added to form the variable zS .) Now consider the constraint of (Dq)corresponding to an edge e. The contribution of the variables just de�ned to theleft-hand side of the constraint, is at most the sum of the weights of the facetriangles in rows containing the edge. If the edge is in the middle hexagon, or is ina corner triangle and is not parallel to one of the edges incident with the corner,then it gets contributions from triangles in two di�erent rows, and otherwise,it gets contributions from triangles in one row. Therefore, the contribution forthe �rst type of edge is at most (4m2 � 1)=(4m2� 1)q = 1q . For the second typeof edge the total contribution is at most half this, that is, at most 12q . But thesecond group of edges consists precisely of the ones that get a contribution fromthe dual variables assigned to the uniform 3-cuts, and that contribution is 12q .So the total contribution of all of the dual variables to the left-hand side of theconstraint of (Dq) corresponding to any edge e is at most 1q , so we have de�neda feasible solution of (Dq).Now the objective value of this solution can be computed as follows. Thereare 3m variables corresponding to uniform 3-cuts, each given value 14q . Therefore,the contribution to the objective function of variables of this type is 3m12m = 14 .The contribution of the other variables is the sum of over the 2m horizontalrows in the middle hexagon, of the total weight of a row divided by q(4m2 � 1).Therefore, it is 2m(4m2 � 1)=q(4m2 � 1) = 23 :Therefore, the objective value of our feasible solution to (Dq) is14 + 23 = 1112 :6 RemarksSince the constant 1211 is best possible in Theorem 4, it is natural to ask whetherit is best possible in Theorem 5. Note, however, that the family of examples thatwe use to show the tightness of the LP bound, all have the property that thereis a at 3-cut that is optimal. Therefore, these examples are not at all bad forthe approximation algorithm. However, it seems likely that 1211 is indeed bestpossible in Theorem 5. For several values of q Kevin Cheung [2] has constructedexamples in which the optimal solution of (LP3) has denominator q, and theapproximation algorithm returns a 3-cut of value at least 1f(q) times the optimalvalue of (LP3). Actually, his examples seem to be the �rst that show that ourapproximation algorithm does not always return an optimal solution. In fact,no such example seems to have been known even for the simpler algorithm ofC�alinescu et al. [1].
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