Chapter 2. Metric Spaces

Inner Product Spaces

2.1 Definition: Let F = R or C. Let U be a vector space over F. An inner product on
U (over F) is a function (, ) : U x U — F (meaning that if u,v € U then (u,v) € F) such
that for all u,v,w € U and all ¢t € F we have
(1) (Sesquilinearity) (u + v,w) = (u,w) + (v,w) , (tu,v) =t {(u,v),

(u,v +w) = (u,v) + (u,w) , (u,tv) =1t (u,v),
(2) (Conjugate Symmetry) (u,v) = (v, u), and
(3) (Positive Definiteness) (u, u> € R with (u,u) >0 and (u,u) =0 <= u=0.

For u,v € U, (u,v) is called the inner product of u with v. We say that u and v are
orthogonal when (u,v) = 0. An inner product space (over F) is a vector space over
F equipped with an inner product. Given two inner product spaces U and V over F, a
linear map L : U — V is called a homomorphism of inner product spaces (or we say
that L preserves inner product) when (L(z), L(y)) = (z,y) for all z,y € U. A bijective
homomorphism is called an isomorphism.

2.2 Example: The standard inner product on F" is given by
(u,v) =v*u =Y uLTk.
k=1

2.3 Example: We write F“ to denote the space of sequences in F, and we write >
to denote the space of eventually zero sequences in F, that is

FY = {u = (uy,usg, ug, ) | each uy, € F}

={ueF¥|InecZ" Vk>n u, =0}.

Recall that F*° is a countable-dimensional vector space with standard basis {ej, ez, €3, -}
where e; = (1,0,0,---), e = (0,1,0,---) and so on. Note that {ej,es,e3,- -} spans F>
(and not all of F*) because linear combinations are given by finite sums (not by infinite
series). The standard inner product on F* is given by

o0

(u,v)y =v*u= > Uy .
k=1

Note that the sum here does make sense because only finitely many of the terms are
nonzero (but we cannot use the same formula to give an inner product on F*).

2.4 Example: For a,b € R with a < b, we write
Bla,b] = B([a,b],F) = {f : [a,b] = F| f is bounded }
Cla,b] = C([a,b],F) = {f : [a,b] — F|f is continuous}.

The standard inner product on Cla,b] is given by

/fg—/f

Note that this is positive definite because (f, f) f }f ‘ dz > 0 and if f; ‘f(x) |2d:c =0
then we must have f(x) = 0 for all € [a, b], using the fact that if g is non-negative and

continuous on [a, b] with f;g(x) dx = 0, then we must have g(z) = 0 for all z € [a, b].



2.5 Theorem: Let U be an inner product space and let u,v € U. If (u,x) = (v, z) for all
x €U, orif (x,u) = (x,v) for all x € U, then u = v.

Proof: Suppose that (u,z) = (v,z) for all x € U. Then (u — v,x) = (u,z) — (v,z) = 0 for
all z € U. In particular, taking x = u — v we have (u — v,u — v) = 0 so that u = v, by
positive definiteness. Similarly, if (z,u) = (z,v) for all x € U then u = v.

2.6 Definition: Let U be an inner product space. For u € U, we define the norm (or

length) of u to be
[ull = v/ (u, ).

2.7 Theorem: (Basic Properties of Inner Product and Norm) Let U be an inner product

space. For u,v € U and t € R we have

(1) (Scaling) |[tul| = [¢] |[ul],

(2) (Positive Definiteness) ||u|| > 0 with ||Ju|| =0 <= u =0,

(3) l[u £ 0]]? = [u]]® + 2Re (u,0) + o],

(4) (Pythagoras’ Theorem) If F = R then (u,v) =0 <= |lu+v||? = ||ul|* + ||v|?,

(5) (Parallelogram Law) |lu + v||* + [Ju — v||? = 2||u||? + 2||v]|?,

(6) (Polarization Identity) If F = R then (u,v) = 1 ([lu 4+ v||* = [lu — v[|?) and
if F=C then (u,v) = +(|lu+v[|® +ilju+iv||? — [Ju—v||* —il|u—v|?),

(7) (The Cauchy-Schwarz Inequality) |(u,v)| < ||ul| [|v]| with |(u,v)| = ||lu|| ||v|| if and only
if {u, v} is linearly dependent, and

(8) (The Triangle Inequality) |[[ull — [Jv]l| < [lu+ o[l < ull + |[v].

Proof: You will have already seen a proof in a linear algebra course, but let us remind you
of some of the proofs. The first 6 parts are all easy to prove. To prove Part 7, suppose first
that {u, v} is linearly dependent. Then one of v and v is a multiple of the other, say v = tu
with ¢ € F. Then we have [(u,v)| = [{u, tu)| = [T(u, u)| = [t|[|u|* = |ull [tu] = [[u] [|v]-
Next suppose that {u,v} is linearly independent. Then 1-v+¢-u # 0 for all t € F, so in

particular v — Tf;—ﬁg u # 0. Thus we have

(vyu) |12 (v,u) (vyu) 1|2
0 < [Jo— g ull” = vl = 2Re (v, i w) + || e |
_ HUHQ — 9Re (mrriﬁg,u) + |<ﬁ11;1|i‘>2| _ HUHQ . |<|7|)£L1|L|>2|
so that |<1IL£;|}2>|2 = |<|1‘}1fr|>2|2 < ||v||?, and hence |(u, v)| < ||ul||v|. This proves Part 7.

Using Parts 3 and 7, and the inequality |Re (z)|| < ||z|| for z € C (which follows from
Pythagoras’ Theorem in R?), we have

lu+v]l* = Jlull* + 2Re (w, v) + [[o]|* < Jull +2|(u, v)| + [[o]|*
2
< lull® + 2[lull ol + 0l = (llell + 1lv])"

Taking the square root on both sides gives |u + v|| < ||ul| + ||v]|. Finally note that
[ull = lI(ut-v) =vl} < lut-ol|+]| = o]} = [lut+o[+]v]] so that we have [jul] = [|v]| < [lu+wvl,
and similarly |[v]| — [Jul| < [Ju + v||, hence ||[u] — [|v]|| < [Ju + v||. This proves Part 8.



Normed Linear Spaces

2.8 Definition: Let F = R or C. Let U be a vector space over F. A norm on U is a
function || || : U — R (meaning that if u € U then |Ju|| € R) such that for all u,v € U and
all t € R we have

(1) (Scaling) [[tul| = [¢[ |[u]],
(2) (Positive Definiteness) |lu|| > 0 with ||u]| =0 <= u =0, and
(3) (Triangle Inequality) |lu + v|| < ||u| + ||v]|.

For u € U, the real number ||u| is called the norm (or length) of u, and we say that u is a
unit vector when ||u|| = 1. A normed linear space (over R) is a vector space equipped
with a norm. Given two normed linear spaces U and V over R, a linear map L : U — V
is called a homomorphism of normed linear spaces (or we say that L preserves norm)
when HL(:C)H = ||z|| for all x € U. A bijective homomorphism is called an isomorphism.

2.9 Example: The standard inner product on F” induces the standard norm on F",
which is also called the 2-norm on F", given by

n 1/2
July = ) = /o) = (3 hus?)
We also define the 1-norm and the supremum norm (also called the infinity norm)
on F™ by

n
lally = 32 Jusl,
k=1

lull oo = max {Jua ], ua|, -+, [un]}-

2.10 Example: The standard inner product on F*° induces the standard norm, also
called the 2-norm, on F°° given by

00 1/2
July = Nl = Vo) = (32 al?)
We also define the 1-norm and the supremum norm (also called the infinity norm)
on [ by
llly = > fuxl
k=1
|ull, = sup{|uk\ ’ keZ} = max{|uk| ‘ keZ*}.

2.11 Definition: For u € F*, we define the 1-norm of u, the 2-norm of u, and the
supremum norm (or infinity norm) of u to be the extended real numbers

00 00 1/2
= 3 furl » ulls = (3 unl?) " and oo = sup {Jus] [ K €2}

Note that these can be infinite (so they are not actually norms according to Definition 2.8),
with [|u[|es = oo in the case that {|ux||k€ZT} is not bounded above (by a real number).

Define
61 = gl(F) = {’LL € ¥ ‘ HUHl < OO},

oy = EQ(F) = {u c ¢ ‘ ||u||2 < OO},
loo = loo(F) = {u € F*| [|uf oo < o0}

For p = 1,2, 00, we shall show (in Theorem 2.14 below) that the p-norm is a (well-defined,
finite-valued) norm on £,,.



2.12 Example: For the sequence (ux)r>1 in R given by uy = 2%, we have
00 1 00 1 1/2 1 1
Julh = 30 g =1, Jull= (X &) " = J5 and Juloo = ] = 3.

k=1 k

For the sequence (vg)r>1 given by vy =

o) 1 00 1 1/2
lolli = - F =00, olla=( X ) " <ooand [[vflec = [or] =1
k=1

(in fact |jv]|2 = \/lé) For the sequence (wy)r>1 given by wy = % we have

k
o) 1 00 1 1/2
lwlli = 32 Je=oo lwlle= (X ) " =00, and Julle =] =1.

2.13 Theorem: We have F>° C /1 C {5 C {,, C F¥.

oo

Proof: If u € F*° then ||u|l1 = Y_ |ur| < oo (because only finitely many of the terms are
k=1

nonzero) and so u € ¢1. Thus we have F>° C /;.

Suppose that u € ¢;. Since |jul|s = > |ug| < oo, we know that |ug| — 0 (by the
Divergence Test from calculus) so we can choose m € Z* such that when k& > m we have
lag| < 1. Then for k > m we have |ag|?> < |ag|. Since Y |ax| converges and |ax|? < |ag] for
k > m, it follows that > |ax|* converges by the Comparison Test (from calculus). Thus

0 1/2
|ull2 = < > |ak|2> < oo and so u € f5. Thus we have ¢ C /5.
k=1

Suppose u € £y. Since ||uls® = 3 |ax|> < co we have |ag|? = 0 (by the Divergence

k=1
Test) hence also |ag| — 0. Choose m € Z* such that when k& > m we have |a;| < 1. Then
the set {|ag| |k € ZT} is bounded above by M = max {|a1|, [az|, - -, |am—1],1}, and so we

have ||ulloc < M, and hence u € {,. Thus we have fo C {..
Finally note that /., C F¥, by definition.

2.14 Theorem:

1) The space {5 is an inner product space with inner product defined b,
4
(u,v) = > ukTk.
k=1
(2) For p = 1,2, 00, the space ¢, is a normed linear space with norm given by |lu/|p.

o]
Proof: To prove Part 1, we must verify that if u,v € ¢ then the sum ) wu,0; converges
k=1

so that the inner product is well-defined. Let u,v € f5. We claim that i URV) converges
absolutely, that is Y |ugvg| converges. For n € Z*, let © = (Jui|, |ual,- -+, |u,|) € R™ and
n 1/2 o 1/2
y = (loal,Jeal, -+, on]) € R”, and note that o> = (3 fuxl?) "< (X2 Juxl?) "= flulls
k=1 k=1

and similarly ||y|l2 < ||v||2. By applying the Cauchy-Schwarz Inequality in R™ we have
n
> Jugor| = [{z,y)| < [lzll2 lyll2 < |lull2]lv]|l2. By the Monotone Convergence Theorem,
k=1

n
since Y. |ugvg| < ||ull2||v]|2 for every n € Z*, it follows that > |ugvy| converges with
k=1

o0
7 |ugvr| < Jlufl2]|v|l2. Thus ) ugty converges absolutely, as claimed.
=1

4



All students will have seen that absolute convergence implies convergence for sequences
in R, that is if for a sequence (zy) in R, if > |zx| converges then so does >  xj. Let us
show that the same is true for a sequence (z;) in C. Suppose that > |z;| converges, where
zp = xp + iy with zx, yx € R. Since |zg| < |zx| and |yx| < |zx| for all k, it follows that
> |xk| and > |yk| both converge (by the Comparison Test) and hence ) xj, and > yx both
converge (since absolute convergence implies convergence for sequences in R). Since > xy
and Yy converge, it follows that > z; converges in C (indeed ifu, > uin R and v,, = v
in R, then u, + iv, — u+ v in C because |(un, + ivy) — (u+ )| < |uy — ul + v, — v]).

Thus, whether F = R or C, since ) ux0y, converges absolutely, it follows that » u,vg

oo
converges so that (u,v) = > uiTx € F (so the inner product is well-defined).
k=1
We leave it as an exercise to verify that the 3 properties which define an inner product

(in Definition 2.1) are all satisfied.

Because (u,v) = > upvy gives a (well-defined, finite-valued) inner product on /o, it
k=1
follows (from Theorem 2.7) that this inner product induces a (well-defined, finite-valued)

0 1/2
norm given by |lu|| = /(u,u) = ( > |uk|2> . This is the formula we used to define the
k=1

2-norm, so the 2-norm is a norm on ¢5. To complete the proof of Part 2 of the theorem,
it remains to show that |lu|; and |ju||s are norms on ¢; and {». We leave this as an
exercise (but we remark that that unlike the situation for the inner product (u,v), we do
not need to verify that ||u||; and ||u||s are finite-valued because this is immediate from
the definition of ¢; and Koo).

2.15 Example: For a,b € R with a < b, recall that
Bla,b] = B([a,b],F) = {f : [a,b] = F| f is bounded},
Cla,b] = C([a,b],F) = {f : [a,b] — F|f is continuous}.
For f € Cla,b], we define the 1-norm and the 2-norm of f to be

b
1= [ 11,

b 1/2
|m5=(/Wﬂﬁ .

and for f € Bla, b], we define the supremum norm (also called the infinity norm) of f
to be

£l =sup {|f@)][a <o <},

We leave it as an exercise to show that these are indeed norms (in particular, show that
the 1-norm is positive-definite). The 2-norm on C|a, b] is induced by the inner product on
Cla, b] given by

<f,g>=/abf§=/abf(:c)mdx.



Metric Spaces

2.16 Definition: Let F = R or C. Let U be a normed linear space. For u,v € U, we
define the distance between u and v to be

d(u,v) = ||lv —ul| € R.
2.17 Theorem: Let U be as normed linear space. For all u,v,w € U,

(1) (Symmetry) d(u,v) = d(v, v)
(2) (Positive Definiteness) d(u,v) > 0 with d(u,v)
(3) (Triangle Inequality) d(u,w) < d(u,v) + d(v,w

=0 <= u=v, and

).

Proof: The proof is left as an easy exercise.

2.18 Definition: Let X be a set. A metric on X is a map d : X x X — R such that for
all a,b,c € X we have

(1) (Symmetry) d(a,b) = d(b, a),

(2) (Positive Definiteness) d(a,b) > 0 with d(a,b) =0 <= a = b, and

(3) (Triangle Inequality) d(a,c) < d(a,b) + d(b,c).

For a,b € X, d(a,b) is called the distance between a and b. A metric space is a set
X which is equipped with a metric d, and we sometimes denote the metric space by X
and sometimes by the pair (X,d). Given two metric spaces (X,dx) and (Y,dy), a map
f: X — Y is called a homomorphism of metric spaces (or we say that f is distance

preserving) when dy (f(a), f(b)) = dx(a,b) for all a,b € X. A bijective homomorphism
is called an isomorphism or an isometry.

2.19 Note: Every inner product space is also a normed linear space, using the induced

norm given by ||ul| = \/(u,u). Every normed linear space is also a metric space, using
the induced metric given by d(u,v) = ||[v — u||. If U is an inner product space then every

subspace of U is also an inner product space using (the restriction of) the same inner
product used in U. If U is a normed linear space then every subspace of U is also a
normed linear space using the same norm. If X is a metric space then so is every subset
of X using the same metric.

2.20 Example: In F" (or in any subset X C "), the standard metric (also called the
2-metric) is given by

d(a,b) = da(a,b) = [la — b]}> = (él ax — b2

We also have the 1-metric and the supremum metric (or the infinity metric) given
by

1/2

dy(a,b) = |la —bll1 = > |ar — bx| and
k=1
doo(a,b) = |la = blloo = max {|ax — by| [ 1< k< n}.

2.21 Exercise: In R3, let v = (1,2,5) and v = (3,5,—1). Find d;(u,v), d2(u,v) and
doo (u, v).



2.22 Example: In /; (or in any subset X C 61), we have the 1-metric given by
di(a,b) = lla —bllx = > |ar — bkl
k=1

In /5 (or in any nonempty subset X C 62) we have the 2-metric given by
00 5 1/2
da(a,0) = la —blls = ( 3 lag —bel?)
k=1

In ¢ (or in any nonempty subset X C éoo) we have the supremum metric (or the
infinity metric) given by

doo(a,b) = ||a — bl = sup {|ar — by| | k € ZT}.
Since R* C ¢; C ¥y C 4o, we could (if we wanted) use any of the metrics d,, in the space

R> (just as we can use any of the metrics dj, in R™). We could also use any of the metrics
d, in the space £1, and we could use either of the metrics dz or d, in the space /5.

2.23 Exercise: Let (uy)r>1 and (vk)r>1 be the sequences in ¢y given by uj = 2% and

2.24 Example: Let a,b € R with a < b. In C[a, b] (or in any subset X C Cla, b]), we have
the 1-metric and the 2-metric, given by

b b
d1<f,g>:||f—g||1=/ If—g|=/ 1£(2) — 9()]| de,

B(f.9) = If — glls = (/ b —912)1/2 - (/ 0) = g(o) e -

and in Bla, b] (or in any subset X C Bla, b]) we have the supremum metric (also called the
infinity metric) given by

doc(£,9) = |1 = gllow = sup {| £(2) = g(x)| | a < = < b}.

2.25 Exercise: Define f,g:[0,1] = R be f(z) = z and g(x) = 2z%. Find di(f,g), d2(f,9)
and doo (f, 9)-

2.26 Example: For any nonempty set X # (), the discrete metric on X is given by
d(z,y) =1 for all z,y € X with  # y and d(z,z) =0 for all x € X.

2.27 Remark: There are, in fact, a ridiculously vast number of metrics that one could
define on R. For example, if we let f : R — R be any bijective map then we can define
a metric on R by d(x,y) = |f(x) — f(y)|. But in this course, we shall usually concern
ourselves with the metrics described in the above examples.



Open and Closed Sets in Metric Spaces

2.28 Definition: Let X be a metric space. For a € X and 0 < r € R, the open ball, the
closed ball, and the (open) punctured ball in X centred at a of radius r are defined to
be the sets
) x(a,r)={z € X |d(z,a) <1},
B(a,r) = Bx(a,r) = {x e X ! d(z,a) < 7“},
)

B*(a,7) = Bx(a,r) = {z € X |0 < d(z,a) <r}.
When the metric on X is denoted by d,, with 1 < p < oo, we often write B(a,r), B(a,r)

and B*(a,r) as By(a,r), Bp(a,r) and B} (a,r). For A C X, we say that A is bounded
when A C B(a,r) for some a € X and some 0 < r € R.

2.29 Exercise: Draw a picture of the open balls B;(0,1), B(0,1) and By, (0,1) in R?
(using the metrics dq, d2 and do).

2.30 Definition: Let X be a metric space. For A C X, we say that A is open (in X)
when for every a € A there exists r > 0 such that B(a,r) C A, and we say that A is
closed (in X) when its complement A° = X \ A is open in X.

2.31 Example: Let X be a metric space and let @ € X. Show that {a} is closed in X.

Solution: To show that {a} is closed, we shall show that {a}¢ = X \ {a} is open. Let
be X\ {a}. Let r = d(a,b) and note that since b # a we have r > 0. Let x € B(b,r).
Then d(x,b) < r = d(a,b). Since d(z,b) # d(a,b) we have x # a so that x € X \ {a}. Thus
B(b,r) € X \ {a}. This proves that X \ {a} is open, and so {a} is closed.

2.32 Example: Let X be a metric space. Show that for a € X and 0 < r € R, the set
B(a,r) is open and the set B(a,r) is closed.

Solution: Let a € X and let r > 0. We claim that B(a,r) is open. We need to show that
for all b € B(a,r) there exists s > 0 such that B(b,s) C B(a,r). Let b € B(a,r) and note
that d(a,b) < r. Let s = r — d(a,b) and note that s > 0. Let = € B(b, s), so we have
d(z,b) < s. Then, by the Triangle Inequality, we have

d(xz,a) < d(z,b) +d(b,a) < s+ d(a,b) =7
and so z € B(a,r). This shows that B(b,s) C B(a,r) and hence B(a,r) is open.

Next we claim that B(a,r) is closed, that is B(a,r)¢ is open. Let b € B(a,r)¢, that is
let b € X with b ¢ B(a,r). Since b ¢ B(a,r) we have d(a,b) > r. Let s = d(a,b) —r > 0.

Let x € B(b, s) and note that d(x,b) < s. Then, by the Triangle Inequality, we have
d(a,b) < d(a,z) + d(z,b) < d(z,a) + s

and so d(z,a) > d(a,b) — s = r. Since d(x,a) > r we have x ¢ B(a,r) and so = € B(a,)°.
This shows that B(b,s) C B(a,r)¢ and it follows that B(a,r)¢ is open and hence that
B(a,r) is closed.

2.33 Example: In R (using its standard metric), an open ball is the same thing as a
bounded non-degenerate open interval, and a closed ball is the same thing as a bounded
non-degenerate closed interval. The unbounded open intervals (a,o0), (—o0,b) are open,
and the unbounded closed intervals [a, o0) and (—oo, b] are closed. The degenerate closed
intervals [a,a] = {a} are closed. The degenerate interval (a,a) = ) and the interval
(—00,00) = R are both open and closed (see Theorem 2.35 below). The bounded non-
degenerate half-open intervals [a,b) and (a, b] are neither open nor closed.



2.34 Remark: It is often fairly difficult to determine whether a given set is open or closed
(or neither or both) directly from the definition of open and closed sets. We will be able
to do this more easily after we have discussed limits of sequences and continuous functions
in the next chapter.

2.35 Theorem: (Basic Properties of Open Sets) Let X be a metric space.

(1) The sets () and X are open in X.
(2) If S is a set of open sets in X then the union |JS = |J U is open in X.

ves
(3) If S is a finite set of open sets in X then the intersection (S = (] U is open in X.

UeS

Proof: The empty set is open because any statement of the form “for all z€() F” (where
F' is any statement) is considered to be true (by convention). The set X is open because
given a € X we can choose any value of » > 0 and then we have B(a,r) C X by the
definition of B(a,r). This proves Part 1.

To prove Part 2, let S be any set of open sets in X. Let a € |JS = (g U. Choose
an open set U € S such that a € U. Since U is open we can choose r > 0 such that
B(a,r) C U. Since U € S we have U C |JS. Since B(a,r) C U and U C |JS we have
B(a,r) CJS. Thus |J S is open, as required.

To prove Part 3, let S be a finite set of open sets in X. If S = () then we use the
convention that (.S = X, which is open. Suppose that S # 0, say S = {Uy,Us, -, U}
where each Uy is an open set. Let a € (S = ﬂ;n:l Ui. For each index k, since a € Uy
we can choose 7, > 0 so that B(a,r;) C Uy. Let r = min{ry,ry,---,ry}. Then for each
index k we have B(a,r) C B(a,ry) C Ug. Since B(a,r) C Uy for every index k, it follows
that B(a,r) C ey Ux =) S. Thus (S is open, as required.

2.36 Theorem: (Basic Properties of Closed Sets) Let X be a metric space.

(1) The sets ) and X are closed in X.

(2) If S is a set of closed sets in X then the intersection (1S = (| K is closed in X.
KeS

(3) If S is a finite set of closed sets in X then the union | JS = |J K is closed in X.
KeS

Proof: This follows from Theorem 2.35, by taking complements using the fact that for a
set S of subsets of X we have ( A)C = ) A%and ( N A)C = |J A° (these rules are
Aes Aes Aes Aes

called DeMorgan’s Laws, and you should convince yourself that they are true if you have
not seen them).

2.37 Example: When X is a metric space, a € X and r > 0, the punctured ball B*(a,r)
is open (by Part 3 of Theorem 2.35) because B*(a,r) = B(a,r)N{a}¢, and the sets B(a,r)
and {a}¢ are both open.

o0
2.38 Example: In R, note that (] (— %, 1+ %) = [0, 1], which is closed and not open,
n=1
so the intersection of an infinite set of open sets is not always open. Similarly, note that
o>
U [%, 1- %] = (0,1), which is open and not closed, so the union of an infinite set of

n=1
closed sets is not always closed.,



Topological Spaces

2.39 Definition: A topology on a set X is a set T of subsets of X such that

(1) eT and X €T,
(2) for every set S C T we have |JS € T, and
(3) for every finite subset S C T we have (S € T.

A topological space is a set X with a topology T. When X is a metric space, the set of
all open sets in X is a topology on X, which we call the metric topology (or the topology
induced by the metric). When X is any topological space, the sets in the topology T are
called the open sets in X and their complements are called the closed sets in X. When
S and T are both topologies on a set X with S C T', we say that the topology T is finer
than the topology S, and that the topology S is coarser than the topology T. When
S % T we say that T is strictly finer than S and that S is strictly coarser than 7.

2.40 Example: Show that on F", the metrics d;, ds and d, all induce the same topology.

Solution: For a,x € F™ we have

n
—al < — )V < —al < _
max |z — a| <kz::1 |z, — akl?) El|:ck ar| <n max [z ag|

doo(a,x) < ds(a,z) < di(a,z) < nds(a, ).

and so

It follows that for all a € F™ and r > 0 we have
By (a,r) 2 By(a,r) 2 Bi(a,r) 2O By (a, %)
Thus for U C F”, if U is open in F” using d., then it is open using ds, and if U is open

using dy then it is open using dy, and if U is open using d; then it is open using d.

2.41 Example: Show that on the space Cla, b], the topology induced by the metric do, is
strictly finer than the topology induced by the metric d;.

Solution: For f,g € Cla,b] we have

9= [—o< [ mas 11w 90| = 0 )l 0)
It follows that for f € Cla,b] and r > 0 we have

B (f,r) € By (f, (b— a)r).
Thus for U C Cla,b|, if U is open using d; then U is also open using d,, and so the
topology induced by the metric d, is finer (or equal to) the topology induced by d;.

On the other hand, we claim that for f € Cla,b] and r > 0, the set By (f,7) is not
open in the topology induced by d;. Fix g € Boo(f,7) and let s > 0. Choose a bump
function h € C([a,b],]R) with h > 0, ffh < s and max,<gz<p h(x) > 2r (for example,
choose ¢ € (a,b) with ¢ — a < = and then define h by h(z) =3r(1 — 2=2) fora <z < ¢
and h(z) =0 for ¢ <z < b). Then we have g + h € Bi(g,s) but g + h ¢ Boo(f,r). It
follows that B, (f,r) is not open in the topology induced by d;, as claimed.

2.42 Example: For any set X, the trivial topology on X is the the topology in which
the only open sets in X are the sets () and X, and the discrete topology on X is the
topology in which every subset of X is open. Note that the discrete metric on a nonempty
set X induces the discrete topology on X.
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Interior and Closure

2.43 Definition: Let X be a metric space (or a topological space) and let A C X. The
interior and the closure of A (in X) are the sets

AO:U{UQX‘UiSOpen,andUgA},
Z:ﬂ{K§X|KisclosedandA§K}.

2.44 Example: Show that Q = R where Q is the closure of Q in R.

Solution: Let S = {KgR‘Kis closed inRanngK} sothat Q =NS= N K. It
KeS

is immediate that Q C R (since every K € S is a subset of R), so we need to show that
R C Q. Let a € R. To show that a € Q we need to show that a € K for every K € S.
Let K € S, that is let K be a closed set in R with Q C K. Suppose, for a contradiction,
that a ¢ K. Then a € K¢ = R\ K, which is open. Choose r > 0 so that B(a,r) C K¢,
that is B(a,r) N K = (, that is (a —r,a +r) N K = (. Since Q C K, we also have
(a—r,a+r)NQ = (). This contradicts the fact that for all u,v € R with u < v, there exists
reQwithu <z <w.

2.45 Definition: Let X be a metric space (or a topological space) and let A C X. We
say that A is dense in X when A = X.

2.46 Theorem: Let X be a metric space (or a topological space) and let A C X.

(1) The interior of A is the largest open set which is contained in A. In other words,
A° C A and A° is open, and for every open set U with U C A we have U C A°.

(2) The closure of A is the smallest closed set which contains A. In other words, A C A
and A is closed, and for every closed set K with A C K we have A C K.

Proof: Let § = {U cX ‘ U is open, and U C A}. Note that A° is open (by Part 2 of
Theorem 2.35 or by Part 2 of Definition 2.39) because A° is equal to the union of S, which
is a set of open sets. Also note that A° C A because A is equal to the union of S, which
is a set of subsets of A. Finally note that for any open set U with U C A we have U € §
so that U C |JS = A°. This completes the proof of Part 1, and the proof of Part 2 is
similar.

2.47 Corollary: Let X be a metric space (or a topological space) and let A C X.
(1) (A°)° = A° and A = A.

(2) A is open if and only if A = A°

(3) A is closed if and only if A= A.

Proof: The proof is left as an exercise.
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Interior Points, Limit Points and Boundary Points

2.48 Definition: Let X be a metric space and let A C X. An interior point of A is a
point a € A such that for some r > 0 we have B(a,r) C A. A limit point of A is a point
a € X such that for every r > 0 we have B*(a,r) N A # (). An isolated point of A is a
point a € A which is not a limit point of A. A boundary point of A is a point a € X
such that for every r > 0 we have B(a,r) N A # () and B(a,r) N A # (). The set of all
limit points of A is denoted by A’. The boundary of A, denoted by 9A, is the set of all
boundary points of A.

2.49 Theorem: (Properties of Interior, Limit and Boundary Points) Let X be a metric
space and let A C X.
(1) A° is equal to the set of all interior points of A.
(2) A is closed if and only if A" C A.
(3) A=AUA".
(4) 0A = A\ A°.
Proof: We leave the proofs of Parts 1 and 4 as exercises. To prove Part 2, note that when
a ¢ A we have B(a,r)N A= B*(a,r)N A and so
A is closed <= A€ is open
Vae A® 3r>0 B(a,r) C A°
VaeX (a¢ A = Ir>0 B(a,r) C A°
VaeX (a¢ A => Fr>0 B(a,r)NA=0)
VaeX (a¢ A= Fr>0 B*(a,r)NA=0)
VaeX (Vr>0 B*(a,r)NA# ) = acA)
VaeX (a€e A = a € A)

A C A

[

To prove Part 3 we shall prove that A U A’ is the smallest closed set which contains A.
It is clear that AU A’ contains A. We claim that A U A’ is closed, that is (AU A")¢ is
open. Let a € (AU A’)¢, that is let a € X with a ¢ A and a ¢ A’. Since a ¢ A, we note
that B*(a,r) N A = B(a,r) N A. Since a ¢ A and a ¢ A’ we can choose r > 0 so that
B(a,7) N A = 0. We claim that because B(a,r) N A = () it follows that B(a,r) N A" = .
Suppose, for a contradiction, that B(a,r) N A" # (). Choose b € B(a,r) N A’. Since
b € B(a,r) and B(a,r) is open, we can choose s > 0 so that B(b,s) C B(a,r). Since b € A’
it follows that B(b, s)NA # (). Choose x € B(b, s)NA. Then we have x € B(b,s) C B(a,r)
and = € A and so x € B(a,r) N A, which contradicts the fact that B(a,r) N A = (. Thus
B(a,r) N A" = (), as claimed. Since B(a,r) N A = and B(a,r) N A" = ) it follows that
B(a,r)N(AUA") = () hence B(a,r) C (AU A’)¢. Thus proves that (AU A")¢ is open, and
hence AU A’ is closed.

It remains to show that for every closed set K in X with A C K we have AUA’ C K.
Let K be a closed set in X with A C K. Note that since A C K it follows that A’ C K’
because if a € A" then for all » > 0 we have B*(a,r) N A # () hence B*(a,r) N K # () and
so a € K'. Since K is closed we have K’ C K by Part 2. Since A’ C K’ and K’ C K we
have A’ C K. Since A C K and A’ C K we have AU A’ C K, as required. This completes
the proof of Part 3.
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Open and Closed Sets in Subspaces

2.50 Note: Let X be a metric space and let P C X. Note that P is also a metric space
using (the restriction of) the metric used in X. For a € P and 0 < r € R, note that the
open and closed balls in P, centred at a and of radius r, are related to the open and closed
balls in X by

Bp(a,r)={z€eP | d(z,a) <r} = Bx(a,7) NP,

Bp(a,r) ={z € P|d(z,a) <r} = Bx(a,r) N P.

2.51 Theorem: Let X be a metric space and let AC P C X.

(1) A is open in P if and only if there exists an open set U in X such that A= U N P.
(2) A is closed in P if and only if there exists a closed set K in X such that A= K N P.

Proof: To prove Part 1, suppose first that A is open in P. For each a € A, choose
rqe > 0 so that Bp(a,r,) C A, that is Bx(a,7,) NP C A, and let U = J,c4 Bx(a,ra).
Since U is equal to the union of a set of open sets in X, it follows that U is open in
X. Note that A C U N P and, since Bx(a,r,) N P C A for every a € A, we also have

Unp = (Uan BX(a,ra)) NP =, (Bx(a,r) NP) C A Thus A = UN P, as
required.

Suppose, conversely, that A = U N P with U open in X. Let a € A. Since we
have a € A = U N P, we also have a € U. Since a € U and U is open in X we can
choose r > 0 so that Bx(a,r) € U. Since Bx(a,r) C U and U N P = A we have
Bp(a,r) = Bx(a,7)N P CUNP = A. Thus A is open, as required.

To prove Part 2, suppose first that A is closed in P. Let B be the complement of A
in P, that is B = P\ A. Then B is open in P. Choose an open set U in X such that
B =UnNP. Let K be the complement of U in X, that is K = X \U. Then A= KNP
since for x € X we havez € A <= (z € Pandz ¢ B) < (z € Pandz ¢ UNP)
< (z€Pandz¢U) < (r€PandzcK) < zc KNP.

Suppose, conversely, that K is a closed set in X with A = K N P. Let B be the
complement of A in P, that is B = P\ A, and let U be the complement of K in X,
that is U = X \ K, and note that U is open in X. Then we have B = U N P since
for z € P we have x € B < (z € Pandz ¢ A) < (v € Pandz ¢ KN P)
< (re€Pandz ¢ K) < (r€PandzcU) < z€UnNP. Since U is open in
X and B = U N P we know that B is open in P. Since B is open in P, its complement
A= P\ B is closed in P.

2.52 Definition: Let X be a topological space and let P C X. Verify, as an exercise, that
we can use the topology on X to define a topology on P as follows. Given a set A C P,
we define A to be open in P when A = U N P for some open set U in X. The resulting
topology on P is called the subspace topology. The above theorem asserts that when
X is a metric space and P C X, the metric topology on P (obtained by restricting the
metric on X to P) is the same as the subspace topology on P.
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Appendix: The p-Norms

2.53 Definition: Let F =R or C. For p € (1,00) and for z = (z,,),>1 € F¥, define ||z||,
to be the extended real number

oo 1/p
oy = ( X Jzal?) " € [0, 00].
n=1

For p € (1,00), let
by = Lp(F) = {z€F* | ||z]|, <oo}.

Also, for z,y € F¥ let zy = (z1y1, T2y2, - ).
2.54 Theorem: (The p-Norms) Let F =R or C and let p,q € (1,00) with % + % = 1.

(1) For all 0 < a,b € R, we have ab < - + .
(2) (Hélder’s Inequality) For all z,y € F¥ we have |lzy|1 < ||z|y|yllq-
(3) (Minkowski’s Inequality) For all z,y € F¥ we have ||z + yl|, < ||z, + |yll,-

Proof: To prove Part 1, let a,b > 0. Note that for p,q € (1,00) we have

11 1_q_1_p1 )= )=
ste=1l= =1-;=E= <= qp-1)=p < plg-1)=q

For z,y > 0 we have
y — xp_]- < yq — xQ(p_l) = yq — xp = yp(q_l) — :pr < yq_l =

so the functions f(x) = 2P~! and g(y) = y?9~! are inverses of each other. By considering
the area under y = f(x) with 0 < 2 < a and the area to the left of y = f(z) with0 <y <b
(the union of these two regions is the rectangle 0 < z < a, 0 <y < b) we see that

a b a b
abg/ $p_1dx—{—/ yq_ldy: [lxp] _|_[lyCI] :ﬁ—FE.
=0 y=0 p =0 q y=0 p q

To prove Part 2, let z,y € F¥. If x = 0 or y = 0 then we have [|zy|1 =0 = ||z||,||yll4,
so suppose x # 0 and y # 0 (hence ||z||, # 0 and ||y||; # 0). If ||z]|, = oo or ||y|l; = o0
then ||zy|l1 < oo = ||z||p]lyllq, SO suppose that 0 # ||z||, < co and 0 # ||y||; < co. For each

index k, apply Part 1 using a = % and b = % to get

E%y [ze? lyl?
zllpllwlle ~ pllzllp  allylld

Sum over k to get
z||P q
ey el | Dol
lzllpllylle — plzlz — allylla
To prove Part 3, let z,y € F*. If ||z, = oo or |ly|, = oo then ||z + y|, < co =
z|l, + |lyllq- Suppose that ||z|, < oo and ||y|[, < co. Since the function f(x) = z? is
concave for p > 1, we have (“TH’)p < # for all a,b > 0, so for all k € Z* we have
to get

p =, s _
o+l = 5= fon+ wnl? < 55 207 (ol -+ ll?) = 227 (Jall} + ) < o

Choose ¢ € (1,00) so that % + % =1 hence % =1- - For each index k we have

1
p
e + ykl? = |ze + el o + veP~ < (Jok] + Jyel) loe + el

= || |2k + ye P + |kl e + yrlP
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Sum over k then apply Hélder’s Inequality, writing |z| for the sequence |z| = (\xl\, |zal, - )
and similarly [y] = (Jys . [yl -) and [z +yP~1 = (Jay +y2 P, oo + 7L, ), to gt

o+ w1y < ||letle + 17| + |tz + o1 < Yl

24917 | + ol

\x+y|p‘1Hq
— 0 B 1/q
= (el + sty ) [l + 7] = (el + sl ) ( 32 ho -+ 9152

o0 (—1)/p p1
= (Il + sl ) (2 bt o)™ = (el + il )+ w1l

=1
If |z +y||, # 0 then we can divide both sides by ||z +y[[5~" to get ||z +yll, < [|lz]l, + ||y,
and if [l + yll, = 0 then of course ||z +yll, < [z, + [lyll4-

2.55 Definition: Minkowski’s Theorem shows that || ||, satisfies the Triangle Inequality
on ¢,. It is easy to verify that it satisfies the other two properties which define a norm,
and so || ||, is @ norm on ¢,, which we call the p-norm.
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