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Preface to the Millennium Edition
— 2012 Update

The original 1981 edition of A Course in Universal Algebra has now been
LaTeXed, so the authors could make the out-of-print Springer-Verlag Grad-
uate Texts in Mathematics edition available once again, with corrections.
The subject of Universal Algebra has flourished mightily since 1981, and
we still believe that A Course in Universal Algebra offers an excellent
introduction to the subject.

Special thanks go to Lis D’Alessio for the superb job of LaTeXing this
edition, and to NSERC for their support which has made this work possible.

An update to the online edition in 2009 corrected the errors that had
been found—details were given in the (separate) errata sheet. Unfortunately
latexing the new file produced some changes in the page numbering.

To solve the problem with shifting page numbers, the 2012 update has
been reformatted so that the main body of the book (pages 1–256) agrees
page-by-page (but not always line-by-line) with the original 1981 Springer
edition. The few errors that have been found in the original edition, as well
as those introduced when LaTeXing the original edition to create the online
version, have been corrected. Any further errors that are discovered in this
online version will be cited in an online errata sheet.
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Preface

[From the original 1981 edition]
Universal algebra has enjoyed a particularly explosive growth in the last twenty
years, and a student entering the subject now will find a bewildering amount of
material to digest.

This text is not intended to be encyclopedic; rather, a few themes central to
universal algebra have been developed sufficiently to bring the reader to the brink of
current research. The choice of topics most certainly reflects the authors’ interests.

Chapter I contains a brief but substantial introduction to lattices, and to the
close connection between complete lattices and closure operators. In particular,
everything necessary for the subsequent study of congruence lattices is included.

Chapter II develops the most general and fundamental notions of universal
algebra—these include the results that apply to all types of algebras, such as
the homomorphism and isomorphism theorems. Free algebras are discussed in
great detail—we use them to derive the existence of simple algebras, the rules of
equational logic, and the important Mal’cev conditions. We introduce the notion
of classifying a variety by properties of (the lattices of) congruences on members
of the variety. Also, the center of an algebra is defined and used to characterize
modules (up to polynomial equivalence).

In Chapter III we show how neatly two famous results—the refutation of Euler’s
conjecture on orthogonal Latin squares and Kleene’s characterization of languages
accepted by finite automata—can be presented using universal algebra. We predict
that such “applied universal algebra” will become much more prominent.

Chapter IV starts with a careful development of Boolean algebras, including
Stone duality, which is subsequently used in our study of Boolean sheaf represen-
tations; however, the cumbersome formulation of general }The symbol } marks

page breaks in
the 1981 edition.
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sheaf theory has been replaced by the considerably simpler definition of a Boolean
product. First we look at Boolean powers, a beautiful tool for transferring results
about Boolean algebras to other varieties as well as for providing a structure theory
for certain varieties. The highlight of the chapter is the study of discriminator
varieties. These varieties have played a remarkable role in the study of spectra,
model companions, decidability, and Boolean product representations. Probably
no other class of varieties is so well-behaved yet so fascinating.

The final chapter gives the reader a leisurely introduction to some basic con-
cepts, tools, and results of model theory. In particular, we use the ultraproduct
construction to derive the compactness theorem and to prove fundamental preser-
vation theorems. Principal congruence formulas are a favorite model-theoretic tool
of universal algebraists, and we use them in the study of the sizes of subdirectly
irreducible algebras. Next we prove three general results on the existence of a finite
basis for an equational theory. The last topic is semantic embeddings, a popular
technique for proving undecidability results. This technique is essentially algebraic
in nature, requiring no familiarity whatsoever with the theory of algorithms. (The
study of decidability has given surprisingly deep insight into the limitations of
Boolean product representations.)

At the end of several sections the reader will find selected references to source
material plus state of the art texts or papers relevant to that section, and at the end
of the book one finds a brief survey of recent developments and several outstanding
problems.

The material in this book divides naturally into two parts. One part can be
described as “what every mathematician (or at least every algebraist) should know
about universal algebra.” It would form a short introductory course to universal
algebra, and would consist of Chapter I; Chapter II except for §4, §12, §13, and
the last parts of §11, §14; Chapter IV §1–4; and Chapter V §1 and the part of §2
leading to the compactness theorem. The remaining material is more specialized
and more intimately connected with current research in universal algebra.

Chapters are numbered in Roman numerals I through V, the sections in a chapter
are given by Arabic numerals, §1, §2, etc. Thus II§6.18 refers to item 18, which
happens to be a theorem, in Section 6 of Chapter II. A citation within Chapter II
would simply refer to this item as 6.18. For the exercises we use numbering such as
II§5 Exercise 4, meaning the fourth exercise in §5 of Chapter II. The bibliography
is divided into two parts, the first containing books and survey articles, and the
second research papers. The books and survey articles are referred to by number,
e.g., G. Birkhoff [3], and the research papers by year, e.g., R. McKenzie [1978].
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Preliminaries

We have attempted to keep our notation and conventions in agreement with those of the
closely related subject of model theory, especially as presented in Chang and Keisler’s
Model Theory [8]. The reader needs only a modest exposure to classical algebra; for
example he should know what groups and rings are.

We will assume a familiarity with the most basic notions of set theory. Actually,
we use classes as well as sets. A class of sets is frequently called a family of sets. The
notations, Ai, i P I, and pAiqiPI refer to a family of sets indexed by a set I. A naive theory
of sets and classes is sufficient for our purposes. We assume the reader is familiar with
membership pPq, the empty set Ø, set-builder notation pt—:—uq, subset p�q, union pYq,
intersection pXq, difference p�q, ordered n-tuples pxx1, . . . , xnyq, (direct) products of sets
pA�B,

±
iPI Aiq, and (direct) powers of sets pAIq. Also, it is most useful to know that

(a) concerning relations:

(i) an n-ary relation on a set A is a subset of An;

(ii) if n � 2 it is called a binary relation on A;

(iii) the inverse r_ of a binary relation r on A is specified by xa, by P r_ iff
xb, ay P r;

(iv) the relational product r � s of two binary relations r, s on A is given by:
xa, by P r � s iff for some c, xa, cy P r, xc, by P s;

(b) concerning functions:

(i) a function f from a set A to a set B, written f : AÑ B, is a subset of A�B
such that for each a P A there is exactly one b P B with xa, by P f ; in this
case we write fpaq � b or f : a ÞÑ b; for a simple expression a we often
write fa instead of fpaq;

(ii) the set of all functions from A to B is denoted by BA;

(iii) the function f P BA is injective (or one-to-one) if fpa1q � fpa2q ñ a1 �
a2;

(iv) the function f P BA is surjective (or onto) if for every b P B there is an
a P A with fpaq � b;

1



2 Preliminaries

(v) the function f P BA is bijective if it is both injective and surjective;

(vi) for f P BA and X � A, fpXq � tb P B : fpaq � b for some a P Xu;

(vii) for f P BA and Y � B, f�1pY q � ta P A : fpaq P Y u;

(viii) for f : A Ñ B and g : B Ñ C, let g � f : A Ñ C be the function defined
by pg � fqpaq � gpfpaqq. [This does not agree with the relational product
defined above—but the ambiguity causes no problem in practice.];

(c) given a family F of sets, the union of F,
�
F, is defined by a P

�
F iff a P A for

some A P F (define the intersection of F,
�
F, dually);

(d) a chain of sets C is a family of sets such that for each A,B P C either A � B or
B � A;

(e) Zorn’s lemma says that if F is a nonempty family of sets such that for each chain
C of members of F there is a member of F containing

�
C (i.e., C has an upper

bound in F ) then F has a maximal member M (i.e., M P F and M � A P F
implies M � A);

(f) concerning ordinals:

(i) the ordinals are generated from the empty set ∅ using the operations of
successor px� � xY txuq and union;

(ii) 0 � ∅, 1 � 0�, 2 � 1�, etc.; the finite ordinals are 0, 1, . . . ; and n �
t0, 1, . . . , n � 1u; the natural numbers are 1, 2, 3 . . . , the nonzero finite
ordinals;

(iii) the first infinite ordinal is ω � t0, 1, 2, . . . u;

(iv) the ordinals are well-ordered by the relation P, also called  ;

(g) concerning cardinality:

(i) two sets A and B have the same cardinality if there is a bijection from A to
B;

(ii) the cardinals are those ordinals κ such that no earlier ordinal has the same
cardinality as κ. The finite cardinals are 0, 1, 2, . . . ; and ω is the smallest
infinite cardinal;

(iii) the cardinality of a set A, written |A|, is that (unique) cardinal κ such that A
and κ have the same cardinality;

(iv) |A| � |B| � |A � B| r� maxp|A|, |B|q if either is infinite and A,B � ∅s .
AXB � ∅ñ |A| � |B| � |AYB| r� maxp|A|, |B|q if either is infinites;

(h) one usually recognizes that a class is not a set by noting that it is too big to be put
in one-to-one-correspondence with a cardinal (for example, the class of all groups).

In Chapter IV the reader needs to know the basic definitions from point set topology,
namely what a topological space, a closed (open) set, a subbasis (basis) for a topological
space, a closed (open) neighborhood of a point, a Hausdorff space, a continuous function,
etc., are.

The symbol “=” is used to express the fact that both sides name the same object,
whereas “�” is used to build equations which may or may not be true of particular
elements. (A careful study of � is given in Chapter II.)



Chapter I

Lattices

In the study of the properties common to all algebraic structures (such as groups,
rings, etc.) and even some of the properties that distinguish one class of algebras
from another, lattices enter in an essential and natural way. In particular, congru-
ence lattices play an important role. Furthermore, lattices, like groups or rings,
are an important class of algebras in their own right, and in fact one of the most
beautiful theorems in universal algebra, Baker’s finite basis theorem, was inspired
by McKenzie’s finite basis theorem for lattices. In view of this dual role of lattices
in relation to universal algebra, it is appropriate that we start with a brief study of
them. In this chapter the reader is acquainted with those concepts and results from
lattice theory which are important in later chapters. Our notation in this chapter
is less formal than that used in subsequent chapters. We would like the reader to
have a casual introduction to the subject of lattice theory.

The origin of the lattice concept can be traced back to Boole’s analysis of
thought and Dedekind’s study of divisibility. Peirce and Schröder were also
pioneers at the end of the last century. The subject started to gain momentum in
the 1930’s and was greatly promoted by Birkhoff’s book, Lattice Theory, in the
1940’s.

§1 Definitions of Lattices

There are two standard ways of defining lattices—one puts them on the same
(algebraic) footing as groups or rings, and the other, based on the notion of order,
offers geometric insight.

3



4 I Lattices

Definition 1.1. A nonempty set L together with two binary operations _ and
^ (read “join” and “meet” respectively) on L is called a lattice if it satisfies the
following identities:

L1: (a) x_y � y_x
(b) x^y � y^x (commutative laws)

L2: (a) x_py_zq � px_yq_z
(b) x^py^zq � px^yq^z (associative laws)

L3: (a) x_x� x
(b) x^x� x (idempotent laws)

L4: (a) x� x_px^yq
(b) x� x^px_yq (absorption laws).

EXAMPLE. Let L be the set of propositions, let _ denote the connective “or” and
let ^ denote the connective “and”. Then L1 to L4 are well-known properties from
propositional logic.

EXAMPLE. Let L be the set of natural numbers, let _ denote the least common
multiple and ^ denote the greatest common divisor. Then properties L1 to L4 are
easily verifiable.

Before introducing the second definition of a lattice we need the notion of a
partial order on a set.

Definition 1.2. A binary relation ¤ defined on a set A is a partial order on the
set A if the following conditions hold identically in A:

(i) a ¤ a (reflexivity)
(ii) a ¤ b and b ¤ a imply a � b (antisymmetry)

(iii) a ¤ b and b ¤ c imply a ¤ c (transitivity).

If, in addition, for every a, b in A

(iv) a ¤ b or b ¤ a,

then we say ¤ is a total order on A. A nonempty set with a partial order on it is
called a partially ordered set, or more briefly a poset, and if the relation is a total
order then we speak of a totally ordered set, or a linearly ordered set, or simply a
chain. In a poset A we use the expression a   b to mean a ¤ b but a � b.

EXAMPLES.

(1) Let SupAq denote the power set of A, i.e., the set of all subsets of A. Then �
is a partial order on SupAq.

(2) Let A be the set of natural numbers and let ¤ be the relation “divides”. Then
¤ is a partial order on A.

(3) Let A be the set of real numbers and let ¤ be the usual ordering. Then ¤ is a
total order on A.



§1 Definitions of Lattices 5

Most of the concepts developed for the real numbers which involve only the
notion of order can be easily generalized to partially ordered sets.

Definition 1.3. Let A be a subset of a poset P . An element p in P is an upper
bound for A if a ¤ p for every a in A. An element p in P is the least upper bound
of A (l.u.b. of A), or supremum of A (sup A) if p is an upper bound of A, and
a ¤ b for every a in A implies p ¤ b (i.e., p is the smallest among the upper
bounds of A). Similarly we can define what it means for p to be a lower bound
of A, and for p to be the greatest lower bound of A (g.l.b. of A), also called the
infimum of A (in A). For a, b in P we say b covers a, or a is covered by b, if a   b,
and whenever a ¤ c ¤ b it follows that a � c or c � b. We use the notation a   b
to denote a is covered by b. The closed interval ra, bs is defined to be the set of c
in P such that a ¤ c ¤ b, and the open interval pa, bq is the set of c in P such that
a   c   b.

Posets have the delightful characteristic that we can draw pictures of them.
Let us describe in detail the method of associating a diagram, the so-called Hasse
diagram, with a finite poset P . Let us represent each element of P by a small
circle “�”. If a   b then we draw the circle for b above the circle for a, joining the
two circles with a line segment. From this diagram we can recapture the relation ¤
by noting that a   b holds iff for some finite sequence of elements c1, . . . , cn from
P we have a � c1   c2 � � � cn�1   cn � b. We have drawn some examples in
Figure 1. It is not so clear how one would draw }

(a)          (b)                (c)                       (d)

(e)                       (f)                  (g)                    (h)

Figure 1 Examples of Hasse diagrams



6 I Lattices

Figure 2 Drawing the poset of the integers

an infinite poset. For example, the real line with the usual ordering has no covering
relations, but it is quite common to visualize it as a vertical line. Unfortunately, the
rational line would have the same picture. However, for those infinite posets for
which the ordering is determined by the covering relation, it is often possible to
draw diagrams which do completely convey the order relation to the viewer; for
example, consider the diagram in Figure 2 for the integers under the usual ordering.

Now let us look at the second approach to lattices.

Definition 1.4. A poset L is a lattice iff for every a, b in L both supta, bu and
infta, bu exist (in L).

The reader should verify that for each of the diagrams in Figure 1 the corre-
sponding poset is a lattice, with the exception of (e). The poset corresponding to
diagram (e) does have the interesting property that every pair of elements has an
upper bound and a lower bound.

We will now show that the two definitions of a lattice are equivalent in the
following sense: if L is a lattice by one of the two definitions then we can construct
in a simple and uniform fashion on the same set L a lattice by the other definition,
and the two constructions (converting from one definition to the other) are inverses.
First we describe the constructions:

(A) If L is a lattice by the first definition, then define ¤ on L by a ¤ b iff
a � a^b ;

(B) If L is a lattice by the second definition, then define the operations _ and ^
by a_b � supta, bu, and a^b � infta, bu.

Suppose that L is a lattice by the first definition and ¤ is defined as in (A).
From a^a � a follows a ¤ a. If a ¤ b and b ¤ a then a � a^b and b � b^a;
hence a � b. Also if a ¤ b and b ¤ c then a � a^b and b � b^c, so a � a^b �
a^pb^cq � pa^bq^c � a^c ; hence a ¤ c. This shows ¤ is a partial order on L.
From a � a^pa_bq and b � b^pa_bq follow a ¤ a_b and b ¤ a_b, so a_b is an
upper bound of both a and b. Now if a ¤ u and b ¤ u then a_u � pa^uq_u � u,
and likewise b_u � u, so pa_uq_pb_uq � u_u � u; hence pa_bq_u � u,
giving pa_bq^u � pa_bq^rpa_bq_us � a_b (by the absorption law), and this
says a_b ¤ u. Thus a_b � supta, bu. Similarly, a^b � infta, bu.
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If, on the other hand, we are given a lattice L by the second definition, then
the reader should not find it too difficult to verify that the operations _ and ^ as
defined in (B) satisfy the requirements L1 to L4, for example the absorption law
L4(a) becomes a � supta, infta, buu, which is clearly true as infta, bu ¤ a.

The fact that these two constructions (A) and (B) are inverses is now an easy
matter to check. Throughout the text we will be using the word lattice to mean
lattice by the first definition (with the two operations join and meet), but it will
often be convenient to freely make use of the corresponding partial order.

REFERENCES
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4. G. Grätzer [15]

EXERCISES §1

1. Verify that SupXq with the partial order� is a lattice. What are the operations_ and^?

2. Verify L1–L4 for _,^ as defined in (B) below Definition 1.4.

3. Show that the idempotent laws L3 of lattices follow from L1, L2, and L4.

4. Let Cr0,1s be the set of continuous functions from r0,1s to the reals. Define ¤ on
Cr0,1s by f ¤ g iff fpaq ¤ gpaq for all a P r0,1s. Show that ¤ is a partial order which
makes Cr0,1s into a lattice.

5. If L is a lattice with operations _ and ^, show that interchanging _ and ^ still gives
a lattice, called the dual of L. (For contrast, note that interchanging � and ��� in a ring
usually does not give another ring.) Note that dualization turns the Hasse diagram
upside down.

6. If G is a group, show that the set of subgroups SpGq of G with the partial ordering
� forms a lattice. Describe all groups G whose lattices of subgroups look like (b) of
Figure 1.

7. If G is a group, let NpGq be the set of normal subgroups of G. Define _ and ^ on
NpGq by N1^N2 � N1 XN2, and N1_N2 � N1N2 � tn1n2 : n1 P N1, n2 P N2u.
Show that under these operations NpGq is a lattice.

8. If R is a ring, let IpRq be the set of ideals of R. Define _ and ^ on IpRq by I1^I2 �
I1 X I2, I1_I2 � ti1 � i2 : i1 P I1, i2 P I2u. Show that under these operations IpRq is
a lattice.

9. If ¤ is a partial order on a set A, show that there is a total order ¤� on A such that
a ¤ b implies a ¤� b. (Hint: Use Zorn’s lemma.)

10. If L is a lattice we say that an element a P L is join irreducible if a � b_c implies
a � b or a � c. IfL is a finite lattice show that every element is of the form a1_� � �_an,
where each ai is join irreducible.
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§2 Isomorphic Lattices, and Sublattices

The word isomorphism is used to signify that two structures are the same except
for the nature of their elements (for example, if the elements of a group are painted
blue, one still has essentially the same group). The following definition is a special
case of II § 2.1.

Definition 2.1. Two latticesL1 andL2 are isomorphic if there is a bijection α from
L1 to L2 such that for every a, b in L1 the following two equations hold: αpa_bq �
αpaq_αpbq and αpa^bq � αpaq^αpbq. Such an α is called an isomorphism.

It is useful to note that if α is an isomorphism from L1 to L2 then α�1 is an
isomorphism from L2 to L1, and if β is an isomorphism from L2 to L3 then β �α is
an isomorphism from L1 to L3. One can reformulate the definition of isomorphism
in terms of the corresponding order relations.

Definition 2.2. If P1 and P2 are two posets and α is a map from P1 to P2, then
we say α is order-preserving if αpaq ¤ αpbq holds in P2 whenever a ¤ b holds in
P1.

Theorem 2.3. Two lattices L1 and L2 are isomorphic iff there is a bijection α
from L1 to L2 such that both α and α�1 are order-preserving.

PROOF. If α is an isomorphism from L1 to L2 and a ¤ b holds in L1 then
a � a^b, so αpaq � αpa^bq � αpaq^αpbq, hence αpaq ¤ αpbq, and thus α is
order-preserving. As α�1 is an isomorphism, it is also order-preserving.

Conversely, let α be a bijection from L1 to L2 such that both α and α�1 are
order-preserving. For a, b in L1 we have a ¤ a_b and b ¤ a_b, so αpaq ¤
αpa_bq and αpbq ¤ αpa_bq, hence αpaq_αpbq ¤ αpa_bq. Furthermore, if
αpaq_αpbq ¤ u thenαpaq ¤ u andαpbq ¤ u, hence a ¤ α�1puq and b ¤ α�1puq,
so a_b ¤ α�1puq, and thus αpa_bq ¤ u. This implies that αpaq_αpbq � αpa_bq.
Similarly, it can be argued that αpaq^αpbq � αpa^bq. l

a

b

c

d

L1

a

b

c

d

L2

Figure 3 An order-preserving bijection
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It is easy to give examples of bijections α between lattices which are order-
preserving but are not isomorphisms; for example, consider the map αpaq � a, . . . ,
αpdq � d where L1 and L2 are the two lattices in Figure 3.

A sublattice of a lattice L is a subset of L which is a lattice in its own right,
using the same operations.

Definition 2.4. If L is a lattice and L1 � Ø is a subset of L such that for every
pair of elements a, b in L1 both a_b and a^b are in L1, where _ and ^ are the
lattice operations of L, then we say that L1 with the same operations (restricted to
L1) is a sublattice of L.

If L1 is a sublattice of L then for a, b in L1 we will of course have a ¤ b in L1

iff a ¤ b in L. It is interesting to note that given a lattice L one can often find
subsets which as posets (using the same order relation) are lattices, but which
do not qualify as sublattices as the operations _ and ^ do not agree with those
of the original lattice L. The example in Figure 4 illustrates this, for note that
P � ta, c, d, eu as a poset is indeed a lattice, but P is not a sublattice of the lattice
ta, b, c, d, eu.

a

b

c d

e

Figure 4

Definition 2.5. A lattice L1 can be embedded into a lattice L2 if there is a
sublattice of L2 isomorphic to L1; in this case we also say L2 contains a copy of
L1 as a sublattice.

EXERCISES §2

1. If pX,T q is a topological space, show that the closed subsets, as well as the open
subsets, form a lattice using � as the partial order. Show that the lattice of open subsets
is isomorphic to the dual (see §1, Exercise 5) of the lattice of closed subsets.

2. If P and Q are posets, let QP be the poset of order-preserving maps from P to Q,
where for f, g P QP we define f ¤ g iff fpaq ¤ gpaq for all a P P . If Q is a lattice
show that QP is also a lattice.

3. If G is a group, is NpGq a sublattice of SpGq (see §1, Exercises 6 and 7)?
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4. If ¤ is a partial order on P then a lower segment of P is a subset S of P such that if
s P S, p P P , and p ¤ s then p P S. Show that the lower segments of P form a lattice
with the operations Y,X. If P has a least element, show that the set LpP q of nonempty
lower segments of P forms a lattice.

5. If L is a lattice, then an ideal I of L is a nonempty lower segment closed under _.
Show that the set of ideals IpLq of L forms a lattice under �.

6. Given a lattice L, an ideal I of L is called a principal ideal if it is of the form
tb P L : b ¤ au, for some a P L. (Note that such subsets are indeed ideals.) Show that
the principal ideals of L form a sublattice of IpLq isomorphic to L.

§3 Distributive and Modular Lattices

The most thoroughly studied classes of lattices are distributive lattices and modular
lattices.

Definition 3.1. A distributive lattice is a lattice which satisfies either (and hence,
as we shall see, both) of the distributive laws :

D1: x^py_zq � px^yq_px^zq

D2: x_py^zq � px_yq^px_zq.

Theorem 3.2. A lattice L satisfies D1 iff it satisfies D2.

PROOF. Suppose D1 holds. Then

x_py^zq � px_px^zqq_py^zq (by L4(a))

� x_ppx^zq_py^zqq (by L2(a))

� x_ppz^xq_pz^yqq (by L1(b))

� x_pz^px_yqq (by D1)

� x_ppx_yq^zq (by L1(b))

� px^px_yqq_ppx_yq^zq (by L4(b))

� ppx_yq^xq_ppx_yq^zq (by L1(b))

� px_yq^px_zq (by D1).

Thus D2 also holds. A similar proof shows that if D2 holds then so does D1. l

Actually every lattice satisfies both of the inequalities px^yq_px^zq ¤
x^py_zq and x_py^zq ¤ px_yq^px_zq. To see this, note for example that
x^y ¤ x and x^y ¤ y_z; hence x^y ¤ x^py_zq, etc. Thus to verify the
distributive laws in a lattice it suffices to check either of the following }
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inequalities:

x^py_zq ¤ px^yq_px^zq

px_yq^px_zq ¤ x_py^zq.

Definition 3.3. A modular lattice is any lattice which satisfies the modular law

M: x ¤ y Ñ x_py^zq � y^px_zq.

The modular law is obviously equivalent (for lattices) to the identity

px^yq_py^zq � y^ppx^yq_zq

since a ¤ b holds iff a � a^b. Also it is not difficult to see that every lattice
satisfies

x ¤ y Ñ x_py^zq ¤ y^px_zq,

so to verify the modular law it suffices to check the implication

x ¤ y Ñ y^px_zq ¤ x_py^zq.

Theorem 3.4. Every distributive lattice is a modular lattice.

PROOF. Just use D2, noting that a_b � b whenever a ¤ b. l

The next two theorems give a fascinating characterization of modular and
distributive lattices in terms of the two five-element lattices M5 and N5 depicted
in Figure 5. In neither case is a_pb^cq � pa_bq^pa_cq, so neither M5 nor N5 is
a distributive lattice. For N5 we also see that a ¤ b but a_pb^cq � b^pa_cq, so
N5 is not modular. However with a small amount of effort one can verify that M5

does satisfy the modular law.

b

a

c

N
5

a b c

M
5

Figure 5

Theorem 3.5 (Dedekind). L is a nonmodular lattice iff N5 can be embedded
into L.

PROOF. From the remarks above it is clear that if N5 can be embedded into L
then L does not satisfy the modular law. For the converse, suppose that L does not
satisfy the modular law. Then, for some a, b, c in L, we have a ¤ b }
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b

a

c

c   a

c   b

1

1

Figure 6

but a_pb^cq   b^pa_cq. Let a1 � a_pb^cq and b1 � b^pa_cq. Then

c^b1 � c^rb^pa_cqs

� rc^pc_aqs^b (by L1(a), L1(b), L2(b))

� c^b (by L4(b))
and

c_a1 � c_ra_pb^cqs

� rc_pc^bqs_a (by L1(a), L1(b), L2(a))

� c_a (by L4(a)).

Now as c^b ¤ a1 ¤ b1 we have c^b ¤ c^a1 ¤ c^b1 � c^b, hence c^a1 �
c^b1 � c^b. Likewise c_b1 � c_a1 � c_a.

Now it is straightforward to verify that the diagram in Figure 6 gives the desired
copy of N5 in L. l

Theorem 3.6 (Birkhoff). L is a nondistributive lattice iff M5 or N5 can be
embedded into L.

PROOF. If either M5 or N5 can be embedded into L, then it is clear from earlier
remarks that L cannot be distributive. For the converse, let us suppose that L is
a nondistributive lattice and that L does not contain a copy of N5 as a sublattice.
Thus L is modular by 3.5. Since the distributive laws do not hold in L, there must
be elements a, b, c from L such that pa^bq_pa^cq   a^pb_cq. Let us define

d � pa^bq_pa^cq_pb^cq

e � pa_bq^pa_cq^pb_cq

a1 � pa^eq_d

b1 � pb^eq_d

c1 � pc^eq_d.

Then it is easily seen that d ¤ a1, b1, c1 ¤ e. Now from

a^e � a^pb_cq (by L4(b))
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e

d

b
1

c
1

a
1

Figure 7

and (applying the modular law to switch the underlined terms)

a^d � a^ppa^bq_pa^cq_pb^cqq

� ppa^bq_pa^cqq_pa^pb^cqq (by M)

� pa^bq_pa^cq
it follows that d   e.

We now wish to show that the diagram in Figure 7 is a copy of M5 in L. To do
this it suffices to show that a1^b1 � a1^c1 � b1^c1 � d and a1_b1 � a1_c1 �
b1_c1 � e. We will verify one case only and the others require similar arguments
(in the following we do not explicitly state several steps involving commutativity
and associativity; the terms to be interchanged when the modular law is applied
have been underlined):

a1^b1 � ppa^eq_dq^ppb^eq_dq

� ppa^eq^ppb^eq_dqq_d (by M)

� ppa^eq^ppb_dq^eqq_d (by M)

� ppa^eq^e^pb_dqq_d

� ppa^eq^pb_dqq_d (by L3(b))

� pa^pb_cq^pb_pa^cqqq_d (by L4(b))

� pa^pb_ppb_cq^pa^cqqqq_d (by M)

� pa^pb_pa^cqqq_d pa^c ¤ b_cq

� pa^cq_pb^aq_d (by M)

� d. l

EXERCISES § 3

1. If we are given a set X , a sublattice of SupXq under � is called a ring of sets (following
the terminology used by lattice theorists). Show that every ring of sets is a distributive
lattice.

2. If L is a distributive lattice, show that the set of ideals IpLq of L (see §2 Exercise 5)
forms a distributive lattice.
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3. Let pX,T q be a topological space. A subset of X is regular open if it is the interior of
its closure. Show that the family of regular open subsets of X with the partial order �
is a distributive lattice.

4. If L is a finite lattice let JpLq be the poset of join irreducible elements of L (see §1
Exercise 10), where a ¤ b in JpLq means a ¤ b in L. Show that if L is a finite
distributive lattice then L is isomorphic to LpJpLqq (see §2 Exercise 4), the lattice
of nonempty lower segments of JpLq. Hence a finite lattice is distributive iff it is
isomorphic to some LpP q, for P a finite poset with least element. (This will be used in
V§5 to show the theory of distributive lattices is undecidable.)

5. If G is a group, show that NpGq, the lattice of normal subgroups of G (see §1 Exercise 7),
is a modular lattice. Is the same true of SpGq? Describe NpZ2 � Z2q.

6. If R is a ring, show that IpRq, the lattice of ideals of R (see §1 Exercise 8), is a modular
lattice.

7. If M is a left module over a ring R, show that the submodules of M under the partial
order � form a modular lattice.

§4 Complete Lattices, Equivalence Relations,
and Algebraic Lattices

In the 1930’s Birkhoff introduced the class of complete lattices to study the combi-
nations of subalgebras.

Definition 4.1. A poset P is complete if for every subset A of P both sup A
and inf A exist (in P ). All complete posets are lattices, and a lattice L which is
complete as a poset is a complete lattice.

Theorem 4.2. Let P be a poset such that
�
A exists for every subset A, or such

that
�
A exists for every subset A. Then P is a complete lattice.

PROOF. Suppose
�
A exists for every A � P . Then letting Au be the set of upper

bounds of A in P , it is routine to verify that
�
Au is indeed

�
A. The other half

of the theorem is proved similarly. l

In the above theorem the existence of
�

Ø guarantees a largest element in P ,
and likewise the existence of

�
Ø guarantees a smallest element in P . So an

equivalent formulation of Theorem 4.2 would be to say that P is complete if it has
a largest element and the inf of every nonempty subset exists, or if it has a smallest
element and the sup of every nonempty subset exists.

EXAMPLES.

(1) The set RYt�8,�8u of extended reals with the usual ordering is a complete
lattice.
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(2) The open subsets of a topological space with the ordering � form a complete
lattice.

(3) SupIq with the usual ordering � is a complete lattice.

A complete lattice may, of course, have sublattices which are incomplete (for
example, consider the reals as a sublattice of the extended reals). It is also possible
for a sublattice of a complete lattice to be complete, but the sups and infs of the
sublattice not to agree with those of the original lattice (for example look at the
sublattice of the extended reals consisting of those numbers whose absolute value
is less than one together with the numbers �2,�2).

Definition 4.3. A sublattice L1 of a complete lattice L is called a complete
sublattice of L if for every subset A of L1 the elements

�
A and

�
A, as defined

in L, are actually in L1.

In the 1930’s Birkhoff introduced the lattice of equivalence relations on a set,
which is especially important in the study of quotient structures.

Definition 4.4. Let A be a set. Recall that a binary relation r on A is a subset of
A2. If xa, by P r we also write arb. If r1 and r2 are binary relations on A then the
relational product r1 � r2 is the binary relation on A defined by xa, by P r1 � r2

iff there is a c P A such that xa, cy P r1 and xc, by P r2. Inductively one defines
r1 � r2 � � � � � rn � pr1 � r2 � � � � � rn�1q � rn. The inverse of a binary relation r is
given by r_ � txa, by P A2 : xb, ay P ru. The diagonal relation ∆A on A is the
set txa, ay : a P Au and the all relation A2 is denoted by

∆

A. (We write simply ∆
(read: delta) and

∆

(read: nabla) when there is no confusion.) A binary relation r
on A is an equivalence relation on A if, for any a, b, c from A, it satisfies:

E1: ara (reflexivity)
E2: arb implies bra (symmetry)
E3: arb and brc imply arc (transitivity).

EqpAq is the set of all equivalence relations on A.

Theorem 4.5. The poset EqpAq, with � as the partial ordering, is a complete
lattice.

PROOF. Note that EqpAq is closed under arbitrary intersections. l

For θ1 and θ2 in EqpAq it is clear that θ1^θ2 � θ1 X θ2. Next we look at a
(constructive) description of θ1_θ2.

Theorem 4.6. If θ1 and θ2 are two equivalence relations on A then

θ1_θ2 � θ1 Y pθ1 � θ2q Y pθ1 � θ2 � θ1q Y pθ1 � θ2 � θ1 � θ2q Y � � � ,
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or equivalently, xa, by P θ1_θ2 iff there is a sequence of elements c1, c2, . . . , cn
from A such that

xci, ci�1y P θ1 or xci, ci�1y P θ2

for i � 1, . . . , n� 1, and a � c1, b � cn.

PROOF. It is not difficult to see that the right-hand side of the above equation is
indeed an equivalence relation, and also that each of the relational products in
parentheses is contained in θ1_ θ2. l

If tθiuiPI is a subset of EqpAq then it is also easy to see that
�
iPI θi is just�

iPI θi. The following straightforward generalization of the previous theorem
describes arbitrary sups in EqpAq.

Theorem 4.7. If θi P EqpAq for i P I , thenª
iPI

θi �
¤ 

θi0 � θi1 � � � � � θik : i0, . . . , ik P I, k   8
(
.

Definition 4.8. Let θ be a member of EqpAq. For a P A, the equivalence class (or
coset) of a modulo θ is the set a{θ � tb P A : xb, ay P θu. The set ta{θ : a P Au
is denoted by A{θ.

Theorem 4.9. For θ P EqpAq and a, b P A we have

(a) A �
�
aPA a{θ.

(b) a{θ � b{θ implies a{θ X b{θ � Ø.

PROOF. (Exercise). l

An alternative approach to equivalence relations is given by partitions, in view
of 4.9.

Definition 4.10. A partition π of a setA is a family of nonempty pairwise disjoint
subsets of A such that A �

�
π. The sets in π are called the blocks of π. The set

of all partitions of A is denoted by ΠpAq.

For π in ΠpAq, let us define an equivalence relation θpπq by

θpπq �
 
xa, by P A2 : ta, bu � B for some B in π

(
.

Note that the mapping π ÞÑ θpπq is a bijection between ΠpAq and EqpAq. Define
a relation ¤ on ΠpAq by π1 ¤ π2 iff each block of π1 is contained in some block
of π2.

Theorem 4.11. With the above ordering ΠpAq is a complete lattice, and it is
isomorphic to the lattice EqpAq under the mapping π ÞÑ θpπq.

The verification of this result is left to the reader.
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Definition 4.12. The lattice ΠpAq is called the lattice of partitions of A.

The last class of lattices which we introduce is that of algebraic lattices.

Definition 4.13. Let L be a lattice. An element a in L is compact iff whenever�
A exists and a ¤

�
A for A � L, then a ¤

�
B for some finite B � A. L is

compactly generated iff every element in L is a sup of compact elements. A lattice
L is algebraic if it is complete and compactly generated.

The reader will readily see the similarity between the definition of a compact
element in a lattice and that of a compact subset of a topological space. Algebraic
lattices originated with Komatu and Nachbin in the 1940’s and Büchi in the early
1950’s; the original definition was somewhat different, however.

EXAMPLES.

(1) The lattice of subsets of a set is an algebraic lattice (where the compact
elements are finite sets).

(2) The lattice of subgroups of a group is an algebraic lattice (in which “compact”
= “finitely generated”).

(3) Finite lattices are algebraic lattices.

(4) The subset r0, 1s of the real line is a complete lattice, but it is not algebraic.

In the next chapter we will encounter two situations where algebraic lattices
arise, namely as lattices of subuniverses of algebras and as lattices of congruences
on algebras.

EXERCISES §4

1. Show that the binary relations on a set A form a lattice under �.

2. Show that the right-hand side of the equation in Theorem 4.6 is indeed an equivalence
relation on A.

3. If I is a closed and bounded interval of the real line with the usual ordering, and P is a
nonempty subset of I with the same ordering, show that P is a complete sublattice of I
iff P is a closed subset of I .

4. If L is a complete chain show that L is algebraic iff for every a1, a2 P L with a1   a2
there are b1, b2 P L with a1 ¤ b1   b2 ¤ a2.

5. Draw the Hasse diagram of the lattice of partitions of a set with n elements for
1 ¤ n ¤ 4. For |A| ¥ 4 show that ΠpAq is not a modular lattice.

6. If L is an algebraic lattice and D is a subset of L such that for each d1, d2 P D there
is a d3 P D with d1 ¤ d3 and d2 ¤ d3 (i.e., D is upward directed) then, for a P L,
a^

�
D �

�
dPDpa^dq.

7. If L is a distributive algebraic lattice then, for any A � L, we have a^
�
A ��

dPApa^dq.



18 I Lattices

8. If a and b are compact elements of a lattice L, show that a_b is also compact. Is a^b
always compact?

9. If L is a lattice with at least one compact element, let CpLq be the poset of compact
elements of L with the partial order on CpLq agreeing with the partial order on L. An
ideal of CpLq is a nonempty subset I of CpLq such that (i) a, b P I implies a_b P I ,
and (ii) a P I, b P CpLq with b ¤ a implies b P I . Show that (a) the ideals of CpLq
form a lattice under � if L has a least element, and (b) the lattice of ideals of CpLq is
isomorphic to L if L is an algebraic lattice.

§5 Closure Operators

One way of producing, and recognizing, complete [algebraic] lattices is through
[algebraic] closure operators. Tarski developed one of the most fascinating appli-
cations of closure operators during the 1930’s in his study of “consequences” in
logic.

Definition 5.1. If we are given a set A, a mapping C : SupAq Ñ SupAq is called
a closure operator on A if, for X,Y � A, it satisfies:

C1: X � CpXq (extensive)
C2: C2pXq � CpXq (idempotent)
C3: X � Y implies CpXq � CpY q (isotone).

A subset X of A is called a closed subset if CpXq � X . The poset of closed
subsets of A, with set inclusion as the partial ordering, is denoted by LC .

The definition of a closure operator is more general than that of a topological
closure operator since we do not require that the union of two closed subsets be
closed.

Theorem 5.2. Let C be a closure operator on a set A. Then LC is a complete
lattice with ©

iPI

CpAiq �
£
iPI

CpAiq

and ª
iPI

CpAiq � C
�¤
iPI

Ai
	
.

PROOF. Let pAiqiPI be an indexed family of closed subsets of A. From£
iPI

Ai � Ai,

for each i, we have
C
�£
iPI

Ai
	
� CpAiq � Ai,
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so
C
�£
iPI

Ai
	
�

£
iPI

Ai,

hence
C
�£
iPI

Ai
	
�

£
iPI

Ai;

so
�

iPI Ai is in LC . Then, if one notes that A itself is in LC , it follows that LC
is a complete lattice. The verification of the formulas for the

�
’s and

�
’s of

families of closed sets is straightforward. l

Interestingly enough, the converse of this theorem is also true, which shows
that the lattices LC arising from closure operators provide typical examples of
complete lattices.

Theorem 5.3. Every complete lattice is isomorphic to the lattice of closed subsets
of some set A with a closure operator C.

PROOF. Let L be a complete lattice. For X � L define

CpXq � ta P L : a ¤ supXu.

Then C is a closure operator on L and the mapping a ÞÑ tb P L : b ¤ au gives the
desired isomorphism between L and LC . l

The closure operators which give rise to algebraic lattices of closed subsets are
called algebraic closure operators; actually the consequence operator of Tarski is
an algebraic closure operator.

Definition 5.4. A closure operator C on the setA is an algebraic closure operator
if for every X � A

C4: CpXq �
� 

CpY q : Y � X and Y is finite
(

.

(Note that C1, C2, C4 implies C3.)

Theorem 5.5. If C is an algebraic closure operator on a set A then LC is an
algebraic lattice, and the compact elements of LC are precisely the closed sets
CpXq, where X is a finite subset of A.

PROOF. First we will show that CpXq is compact if X is finite. Then by (C4), and
in view of 5.2, LC is indeed an algebraic lattice. So suppose X � ta1, . . . , aku
and

CpXq �
ª
iPI

CpAiq � C
�¤
iPI

Ai
	
.

For each aj P X we have by (C4) a finite Xj �
�
iPI Ai with aj P CpXjq.
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Since there are finitely many Ai’s, say Aj1, . . . , Ajnj , such that

Xj � Aj1 Y � � � YAjnj ,

then
aj P CpAj1 Y � � � YAjnj q.

But then
X �

¤
1¤j¤k

CpAj1 Y � � � YAjnj q,

so
X � C

� ¤
1¤j¤k
1¤i¤nj

Aji


,

and hence
CpXq � C

� ¤
1¤j¤k
1¤i¤nj

Aji


�

ª
1¤j¤k
1¤i¤nj

CpAjiq,

so CpXq is compact.

Now suppose CpY q is not equal to CpXq for any finite X . From

CpY q �
¤ 

CpXq : X � Y and X is finite
(

it is easy to see that CpY q cannot be contained in any finite union of the CpXq’s;
hence CpY q is not compact. l

Definition 5.6. If C is a closure operator on A and Y is a closed subset of A,
then we say a set X is a generating set for Y if CpXq � Y . The set Y is finitely
generated if there is a finite generating set for Y . The setX is a minimal generating
set for Y if X generates Y and no proper subset of X generates Y .

Corollary 5.7. Let C be an algebraic closure operator on A. Then the finitely
generated subsets of A are precisely the compact elements of LC .

Theorem 5.8. Every algebraic lattice is isomorphic to the lattice of closed subsets
of some set A with an algebraic closure operator C.

PROOF. Let L be an algebraic lattice, and let A be the subset of compact elements.
For X � A define

CpXq �
 
a P A : a ¤

ª
X
(
.

C is a closure operator, and from the definition of compact elements it follows that
C is algebraic. The map a ÞÑ tb P A : b ¤ au gives the desired isomorphism as L
is compactly generated. l
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EXERCISES §5

1. If G is a group and X � G, let CpXq be the subgroup of G generated by X . Show that
C is an algebraic closure operator on G.

2. If G is a group and X � G, let CpXq be the normal subgroup generated by X . Show
that C is an algebraic closure operator on G.

3. If R is a ring and X � R, let CpXq be the ideal generated by X . Show that C is an
algebraic closure operator on R.

4. If L is a lattice and A � L, let upAq � tb P L : a ¤ b for a P Au, the set of
upper bounds of A, and let lpAq � tb P L : b ¤ a for a P Au, the set of lower
bounds of A. Show that CpAq � lpupaqq is a closure operator on A, and that the map
α : a ÞÑ Cptauq gives an embedding of L into the complete lattice LC (called the
Dedekind-MacNeille completion). What is the Dedekind-MacNeille completion of the
rational numbers?

5. If we are given a set A, a family K of subsets of A is called a closed set system for A
if there is a closure operator on A such that the closed subsets of A are precisely the
members of K. If K � SupAq, show that K is a closed set system for A iff K is closed
under arbitrary intersections.

Given a set A and a family K of subsets of A, K is said to be closed under
unions of chains if whenever C � K and C is a chain (under �) then

�
C P K;

and K is said to be closed under unions of upward directed families of sets if
whenever D � K is such that A1, A2 P D implies A1 Y A2 � A3 for some
A3 P D, then

�
D P K. A result of set theory says that K is closed under unions

of chains iff K is closed under unions of upward directed families of sets.

6. (Schmidt). A closed set system K for a set A is called an algebraic closed set system
for A if there is an algebraic closure operator on A such that the closed subsets of A
are precisely the members of K. If K � SupAq, show that K is an algebraic closed set
system iff K is closed under (i) arbitrary intersections and (ii) unions of chains.

7. If C is an algebraic closure operator on S and X is a finitely generated closed subset, then
for any Y which generates X show there is a finite Y0 � Y such that Y0 generates X .

8. Let C be a closure operator on S. A closed subset X � S is maximal if for any closed
subset Y with X � Y � S, either X � Y or Y � S. Show that if C is algebraic and
X � S with CpXq � S then X is contained in a maximal closed subset if S is finitely
generated. (In logic one applies this to show every consistent theory is contained in a
complete theory.)



Chapter II

The Elements of Universal Algebra

One of the aims of universal algebra is to extract, whenever possible, the common
elements of several seemingly different types of algebraic structures. In achieving
this one discovers general concepts, constructions, and results which not only
generalize and unify the known special situations, thus leading to an economy
of presentation, but, being at a higher level of abstraction, can also be applied to
entirely new situations, yielding significant information and giving rise to new
directions.

In this chapter we describe some of these concepts and their interrelationships.
Of primary importance is the concept of an algebra; centered around this we
discuss the notions of isomorphism, subalgebra, congruence, quotient algebra,
homomorphism, direct product, subdirect product, term, identity, and free algebra.

§1 Definition and Examples of Algebras

The definition of an algebra given below encompasses most of the well known
algebraic structures, as we shall point out, as well as numerous lesser known alge-
bras which are of current research interest. Although the need for such a definition
was noted by several mathematicians such as Whitehead in 1898, and later by
Noether, the credit for realizing this goal goes to Birkhoff in 1933. Perhaps it
should be noted here that recent research in logic, recursive function theory, theory
of automata, and computer science has revealed that Birkhoff’s original notion
could be fruitfully extended, for example to partial algebras and heterogeneous
algebras, topics which lie }

22



§1 Definition and Examples of Algebras 23

outside the scope of this text. (Birkhoff’s definition allowed infinitary operations;
however, his main results were concerned with finitary operations.)

Definition 1.1. For A a nonempty set and n a nonnegative integer we define
A0 � tØu, and, for n ¡ 0, An is the set of n-tuples of elements from A. An
n-ary operation (or function) on A is any function f from An to A; n is the
arity (or rank) of f . A finitary operation is an n-ary operation, for some n. The
image of xa1, . . . , any under an n-ary operation f is denoted by fpa1, . . . , anq. An
operation f on A is called a nullary operation (or constant) if its arity is zero; it
is completely determined by the image fpØq in A of the only element Ø in A0,
and as such it is convenient to identify it with the element fpØq. Thus a nullary
operation is thought of as an element of A. An operation f on A is unary, binary
or ternary if its arity is 1,2, or 3, respectively.

Definition 1.2. A language (or type) of algebras is a set F of function symbols
such that a nonnegative integer n is assigned to each member f of F . This integer
is called the arity (or rank) of f, and f is said to be an n-ary function symbol. The
subset of n-ary function symbols in F is denoted by Fn.

Definition 1.3. If F is a language of algebras then an algebra A of type F is
an ordered pair xA,F y where A is a nonempty set and F is a family of finitary
operations on A indexed by the language F such that corresponding to each n-
ary function symbol f in F there is an n-ary operation fA on A. The set A is
called the universe (or underlying set) of A � xA,F y, and the fA’s are called the
fundamental operations of A. (In practice we prefer to write just f for fA—this
convention creates an ambiguity which seldom causes a problem. However, in this
chapter we will be unusually careful.) If F is finite, say F � tf1, . . . , fku, we
often write xA, f1, . . . , fky for xA,F y, usually adopting the convention:

arity f1 ¥ arity f2 ¥ � � � ¥ arity fk.

An algebra A is unary if all of its operations are unary, and it is mono-unary if it
has just one unary operation. A is a groupoid if it has just one binary operation;
this operation is usually denoted by � or ���, and we write a� b or a ��� b (or just ab)
for the image of xa, by under this operation, and call it the sum or product of a and
b, respectively. An algebra A is finite if |A| is finite, and trivial if |A| � 1.

It is a curious fact that the algebras that have been most extensively studied in
conventional (albeit modern!) algebra do not have fundamental operations of arity
greater than two. (However see IV§7 Ex. 8.)

Not all of the following examples of algebras are well-known, but they are of
considerable importance in current research. In particular we would like to point
out the role of recent directions in logic aimed at providing algebraic models for
certain logical systems. The reader will notice that all }
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of the different kinds of algebras listed below are distinguished from each other by
their fundamental operations and the fact that they satisfy certain identities. One of
the early achievements of Birkhoff was to clarify the role of identities (see§11).

EXAMPLES. (1) Groups. A group G is an algebra xG, ���,�1, 1y with a binary, a
unary, and a nullary operation in which the following identities are true:

G1: x ��� py ��� zq � px ��� yq ��� z
G2: x ��� 1 � 1 ��� x � x
G3: x ��� x�1 � x�1 ��� x � 1.

A group G is Abelian (or commutative) if the following identity is true:

G4: x ��� y � y ��� x.

Groups were one of the earliest concepts studied in algebra (groups of substitu-
tions appeared about two hundred years ago). The definition given above is not
the one which appears in standard texts on groups, for they use only one binary
operation and axioms involving existential quantifiers. The reason for the above
choice, and for the descriptions given below, will become clear in §2.

Groups are generalized to semigroups and monoids in one direction, and to
quasigroups and loops in another direction.

(2) SEMIGROUPS AND MONOIDS. A semigroup is a groupoid xG, ���y in which
(G1) is true. It is commutative (or Abelian) if (G4) holds. A monoid is an algebra
xM, ���, 1y with a binary and a nullary operation satisfying (G1) and (G2).

(3) QUASIGROUPS AND LOOPS. A quasigroup is an algebra xQ, {, ���, zy with three
binary operations satisfying the following identities:

Q1: xzpx ��� yq � y; px ��� yq{y � x
Q2: x ��� pxzyq � y; px{yq ��� y � x.

A loop is a quasigroup with identity, i.e., an algebra xQ, {, ���, z, 1y which satisfies
(Q1), (Q2) and (G2). Quasigroups and loops will play a major role in Chapter III.

(4) RINGS. A ring is an algebra xR,�, ���,�, 0y, where � and ��� are binary, � is
unary and 0 is nullary, satisfying the following conditions:

R1: xR,�,�, 0y is an Abelian group
R2: xR, ���y is a semigroup
R3: x ��� py � zq � px ��� yq � px ��� zq

px� yq ��� z � px ��� zq � py ��� zq.

A ring with identity is an algebra xR,�, ���,�, 0, 1y such that (R1)–(R3) and (G2)
hold.
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(5) MODULES OVER A (FIXED) RING. Let R be a given ring. A (left) R-module
is an algebra xM,�,�, 0, pfrqrPRy where � is binary, � is unary, 0 is nullary, and
each fr is unary, such that the following hold:

M1: xM,�,�, 0y is an Abelian group
M2: frpx� yq � frpxq � frpyq, for r P R
M3: fr�spxq � frpxq � fspxq, for r, s P R
M4: frpfspxqq � frspxq for r, s P R.

Let R be a ring with identity. A unitary R-module is an algebra as above satisfying
(M1)–(M4) and

M5: f1pxq � x.

(6) ALGEBRAS OVER A RING. Let R be a ring with identity. An algebra over R
is an algebra xA,�, ���,�, 0, pfrqrPRy such that the following hold:

A1: xA,�,�, 0, pfrqrPRy is a unitary R-module
A2: xA,�, ���,�, 0y is a ring
A3: frpx ��� yq � pfrpxqq ��� y � x ��� frpyq for r P R.

(7) SEMILATTICES. A semilattice is a semigroup xS, ���y which satisfies the commu-
tative law (G4) and the idempotent law

S1: x ��� x � x.

Two definitions of a lattice were given in the last chapter. We reformulate the
first definition given there in order that it be a special case of algebras as defined in
this chapter.

(8) LATTICES. A lattice is an algebra xL,_,^y with two binary operations which
satisfies (L1)–(L4) of I§1.

(9) BOUNDED LATTICES. An algebra xL,_,^, 0, 1y with two binary and two
nullary operations is a bounded lattice if it satisfies:

BL1: xL,_,^y is a lattice
BL2: x^ 0 � 0; x_ 1 � 1.

(10) BOOLEAN ALGEBRAS. A Boolean algebra is an algebra xB,_,^, 1, 0, 1y
with two binary, one unary, and two nullary operations which satisfies:

B1: xB,_,^y is a distributive lattice
B2: x^ 0 � 0; x_ 1 � 1
B3: x^ x1 � 0; x_ x1 � 1.

Modern Boolean algebras grew out of Boole’s investigations (during the years
1847-1854) into an algebraic formulation of the laws of correct reasoning. They
have }
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become vital to electrical engineering, computer science, axiomatic set theory,
model theory, and other areas of science and mathematics. We will return to them
in Chapter IV.

(11) HEYTING ALGEBRAS. An algebra xH,_,^,Ñ, 0, 1y with three binary and
two nullary operations is a Heyting algebra if it satisfies:

H1: xH,_,^y is a distributive lattice
H2: x^ 0 � 0; x_ 1 � 1
H3: xÑ x � 1
H4: pxÑ yq ^ y � y; x^ pxÑ yq � x^ y
H5: xÑ py ^ zq � pxÑ yq ^ pxÑ zq; px_ yq Ñ z � pxÑ zq ^ py Ñ zq.

These were introduced by Birkhoff under a different name, Brouwerian alge-
bras, and with a different notation pv : u for uÑ vq.

(12) n-VALUED POST ALGEBRAS. An algebra xA,_,^, 1, 0, 1y with two binary,
one unary, and two nullary operations is an n-valued Post algebra if it satisfies
every identity satisfied by the algebra Pn � xt0, 1, . . . , n�1u,_,^, 1, 0, 1y where
xt0, 1, . . . , n�1u,_,^, 0, 1y is a bounded chain with 0   n�1   n�2   � � �  
2   1, and 11 � 2, 21 � 3, . . . , pn � 2q1 � n � 1, pn � 1q1 � 0, and 01 � 1. See
Figure 8, where the unary operation 1 is depicted by arrows. In IV§7 we will give a
structure theorem for all n-valued Post algebras, and in V§4 show that they can be
defined by a finite set of identities.

1

2

n-1

n

Figure 8 The Post algebra Pn

(13) CYLINDRIC ALGEBRAS OF DIMENSION n. If we are given n P ω, then
an algebra xA,_,^, 1, c0, . . . , cn�1, 0, 1, d00, d01, . . . , dn�1,n�1y with two binary
operations, n� 1 unary operations, and n2 � 2 nullary operations is a cylindric
algebra of dimension n if it satisfies the following, where 0 ¤ i, j, k   n :

C1: xA,_,^, 1, 0, 1y is a Boolean algebra
C2: ci0 � 0

C3: x ¤ cix
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C4: cipx^ ciyq � pcixq ^ pciyq
C5: cicjx � cjcix
C6: dii � 1
C7: dik � cjpdij ^ djkq if i � j � k
C8: cipdij ^ xq ^ cipdij ^ x1q � 0 if i � j.

Cylindric algebras were introduced by Tarski and Thompson to provide an
algebraic version of the predicate logic.

(14) ORTHOLATTICES. An algebra xL,_,^, 1, 0, 1y with two binary, one unary
and two nullary operations is an ortholattice if it satisfies:

Q1: xL,_,^, 0, 1y is a bounded lattice
Q2: x^ x1 � 0; x_ x1 � 1
Q3: px^ yq1 � x1 _ y1; px_ yq1 � x1 ^ y1

Q4: px1q1 � x.

An orthomodular lattice is an ortholattice which satisfies

Q5: x ¤ y Ñ x_ px1 ^ yq � y.
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EXERCISES §1

1. An algebra xA,F y is the reduct of an algebra xA,F�y to F if F � F �, and F is the
restriction of F� to F . Given n ¥ 1, find equations Σ for semigroups such that Σ will
hold in a semigroup xS, ���y iff xS, ���y is a reduct of a group xS, ���,�1, 1y of exponent n
(i.e., every element of S is such that its order divides n).

2. Two elements a, b of a bounded lattice xL,_,^, 0, 1y are complements if a _ b �
1, a^ b � 0. In this case each of a, b is the complement of the other. A complemented
lattice is a bounded lattice in which every element has a complement.

(a) Show that in a bounded distributive lattice an element can have at most one
complement.

(b) Show that the class of complemented distributive lattices is precisely the class of
reducts of Boolean algebras (to t_,^, 0, 1u).

3. If xB,_,^, 1, 0, 1y is a Boolean algebra and a, b P B, define aÑ b to be a1 _ b. Show
that xB,_,^,Ñ, 0, 1y is a Heyting algebra.

4. Show that every Boolean algebra is an ortholattice, but not conversely.

5. (a) If xH,_,^,Ñ, 0, 1y is a Heyting algebra and a, b P H show that a Ñ b is the
largest element c of H (in the lattice sense) such that a^ c ¤ b.
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(b) Show that the class of bounded distributive lattices xL,_,^, 0, 1y such that for
each a, b P L there is a largest c P L with a^ c ¤ b is precisely the class of reducts of
Heyting algebras (to t_,^, 0, 1u).

(c) Show that the open subsets of a topological space, with the partial ordering �, is
a Heyting algebra.

(d) Show that every finite distributive lattice is a reduct of a Heyting algebra.

6. Let xM, ���, 1y be a monoid and suppose A � M . For a P A define fa : M Ñ M by
fapsq � a ��� s. Show that the unary algebra xM, pfaqaPAy satisfies fa1 � � � fanpxq �
fb1 � � � fbkpxq iff a1 � � � an � b1 � � � bk. (This observation of Mal’cev [24] allows one to
translate undecidability results about word problems for monoids into undecidability
results about equations of unary algebras. This idea has been refined and developed by
McNulty [1976] and Murskiı̌ [1971]).

§2 Isomorphic Algebras, and Subalgebras

The concepts of isomorphism in group theory, ring theory, and lattice theory are
special cases of the notion of isomorphism between algebras.

Definition 2.1. Let A and B be two algebras of the same type F . Then a function
α : AÑ B is an isomorphism from A to B if α is one-to-one and onto, and for
every n-ary f P F , for a1, . . . , an P A, we have

αfApa1, . . . , anq � fBpαa1, . . . , αanq. (�)

We say A is isomorphic to B, written A � B, if there is an isomorphism from A
to B. If α is an isomorphism from A to B we may simply say “α : AÑ B is an
isomorphism”.

As is well-known, following Felix Klein’s Erlangen Program, algebra is often
considered as the study of those properties of algebras which are invariant under
isomorphism, and such properties are called algebraic properties. Thus from an
algebraic point of view, isomorphic algebras can be regarded as equal or the same,
as they would have the same algebraic structure, and would differ only in the nature
of the elements; the phrase “they are equal up to isomorphism” is often used.

There are several important methods of constructing new algebras from given
ones. Three of the most fundamental are the formation of subalgebras, homo-
morphic images, and direct products. These will occupy us for the next few
sections.

Definition 2.2. Let A and B be two algebras of the same type. Then B is a
subalgebra of A if B � A and every fundamental operation of B is the restriction
of the corresponding operation of A, i.e., for each function symbol f , fB is fA

restricted to B; we write simply B ¤ A. A subuniverse of A is a }
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subset B of A which is closed under the fundamental operations of A, i.e., if
f is a fundamental n-ary operation of A and a1, . . . , an P B we would require
fpa1, . . . , anq P B.

Thus if B is a subalgebra of A, then B is a subuniverse of A. Note that the
empty set may be a subuniverse, but it is not the underlying set of any subalgebra.
If A has nullary operations then every subuniverse contains them as well.

It is the above definition of subalgebra which motivated the choice of funda-
mental operations for the several examples given in §1. For example, we would like
a subalgebra of a group to again be a group. If we were to consider a group as an
algebra with only the usual binary operation then, unfortunately, subalgebra would
only mean subsemigroup (for example the positive integers are a subsemigroup,
but not a subgroup, of the group of all integers). Similar remarks apply to rings,
modules, etc. By considering a suitable modification (enlargement) of the set of
fundamental operations the concept of subalgebra as defined above coincides with
the usual notion for the several examples in §1.

A slight generalization of the notion of isomorphism leads to the following
definition.

Definition 2.3. Let A and B be of the same type. A function α : A Ñ B is an
embedding of A into B if α is one-to-one and satisfies p�q of 2.1 (such an α is also
called a monomorphism). For brevity we simply say “α : AÑ B is an embedding”.
We say A can be embedded in B if there is an embedding of A into B.

Theorem 2.4. If α : AÑ B is an embedding, then αpAq is a subuniverse of B.

PROOF. Let α : AÑ B be an embedding. Then for an n-ary function symbol f and
a1, . . . , an P A,

fBpαa1, . . . , αanq � αfApa1, . . . , anq P αpAq,

hence αpAq is a subuniverse of B. l

Definition 2.5. If α : AÑ B is an embedding, αpAq denotes the subalgebra of B
with universe αpAq.

A problem of general interest to algebraists may be formulated as follows. Let
K be a class of algebras and let K1 be a proper subclass of K. (In practice, K may
have been obtained from the process of abstraction of certain properties of K1, or K1

may be obtained from K by certain additional, more desirable, properties.) Two basic
questions arise in the quest for structure theorems.
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(1) Is every member of K isomorphic to some member of K1?

(2) Is every member of K embeddable in some member of K1?

For example, every Boolean algebra is isomorphic to a field of sets (see IV§1),
every group is isomorphic to a group of permutations, a finite Abelian group is
isomorphic to a direct product of cyclic groups, and a finite distributive lattice can
be embedded in a power of the two-element distributive lattice. Structure theorems
are certainly a major theme in Chapter IV.

§3 Algebraic Lattices and Subuniverses

We shall now describe one of the natural ways that algebraic lattices arise in
universal algebra.

Definition 3.1. Given an algebra A define, for every X � A,

SgpXq �
£
tB : X � B and B is a subuniverse of Au.

We read SgpXq as “the subuniverse generated by X”.

Theorem 3.2. If we are given an algebra A, then Sg is an algebraic closure
operator on A.

PROOF. Observe that an arbitrary intersection of subuniverses of A is again a
subuniverse, hence Sg is a closure operator on A whose closed sets are precisely
the subuniverses of A. Now, for any X � A define

EpXq � X Y
 
fpa1, . . . , anq : f is a fundamental n-ary operation on A, n P ω,

and a1, . . . , an P X
(

.

Then define EnpXq for n ¥ 0 by

E0pXq � X

En�1pXq � EpEnpXqq.

As all the fundamental operations on A are finitary and

X � EpXq � E2pXq � � � �

one can show that (Exercise 1)

SgpXq � X Y EpXq Y E2pXq Y � � � ,

and from this it follows that if a P SgpXq then a P EnpXq for some n   ω; hence
for some finite Y � X, a P EnpY q. Thus a P SgpY q. But this says Sg is an
algebraic closure operator. l
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Corollary 3.3. If A is an algebra then LSg, the lattice of subuniverses of A, is
an algebraic lattice.

The corollary says that the subuniverses of A, with � as the partial order, form
an algebraic lattice.

Definition 3.4. Given an algebra A, SubpAq denotes the set of subuniverses of
A, and SubpAq is the corresponding algebraic lattice, the lattice of subuniverses
of A. For X � A we say X generates A (or A is generated by X, or X is a set
of generators of A) if SgpXq � A. The algebra A is finitely generated if it has a
finite set of generators.

One cannot hope to find any further essentially new lattice properties which
hold for the class of lattices of subuniverses since every algebraic lattice is isomor-
phic to the lattice of subuniverses of some algebra.

Theorem 3.5 (Birkhoff and Frink). If L is an algebraic lattice, then L � SubpAq,
for some algebra A.

PROOF. Let C be an algebraic closure operator on a set A such that L � LC (such
exists by I§5.8). For each finite subset B of A and each b P CpBq define an n-ary
function fB,b on A, where n � |B|, by

fB,bpa1, . . . , anq �

#
b if B � ta1, . . . , anu

a1 otherwise,

and call the resulting algebra A. Then clearly

fB,bpa1, . . . , anq P Cpta1, . . . , anuq,

hence for X � A,
SgpXq � CpXq.

On the other hand

CpXq �
¤
tCpBq : B � X and B is finiteu

and, for B finite,

CpBq �
 
fB,bpa1, . . . , anq : B � ta1, . . . , anu, b P CpBq

(
� SgpBq

� SgpXq
imply

CpXq � SgpXq;

hence
CpXq � SgpXq.

Thus LC � SubpAq, so SubpAq � L. l

The following set-theoretic result is used to justify the possibility of certain
constructions in universal algebra—in particular it shows that for a }
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given type there cannot be “too many” algebras (up to isomorphism) generated by
sets no larger than a given cardinality. Recall that ω is the smallest infinite cardinal.

Corollary 3.6. If A is an algebra and X � A then |SgpXq| ¤ |X| � |F | � ω.

PROOF. Using induction on n one has |EnpXq| ¤ |X| � |F | � ω, so the result
follows from the proof of 3.2. l

REFERENCE

1. G. Birkhoff and O. Frink [1948]

EXERCISE §3

1. Show SgpXq � X Y EpXq Y E2pXq Y � � � .

§4 The Irredundant Basis Theorem

Recall that finitely generated vector spaces have the property that all minimal
generating sets have the same cardinality. It is a rather rare phenomenon, though,
to have a “dimension.” For example, consider the Abelian group Z6—it has both
t1u and t2, 3u as minimal generating sets.

Definition 4.1. Let C be a closure operator on A. For n   ω, let Cn be the
function defined on SupAq by

CnpXq �
¤ 

CpY q : Y � X, |Y | ¤ n
(
.

We say that C is n-ary, if

CpXq � CnpXq Y C
2
npXq Y � � � ,

where
C1
npXq � CnpXq,

Ck�1
n pXq � Cn

�
CknpXq

�
.

Lemma 4.2. Let A be an algebra all of whose fundamental operations have arity
at most n. Then Sg is an n-ary closure operator on A.

PROOF. Note that (using the E of the proof of 3.2)

EpXq � pSgqnpXq � SgpXq;

hence
SgpXq � X Y EpXq Y E2pXq Y � � �

� pSgqnpXq Y pSgq2npXq Y � � �

� SgpXq,
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so
SgpXq � pSgqnpXq Y pSgq2npXq Y � � � . l

Definition 4.3. Suppose C is a closure operator on S. A minimal generating set
of S is called an irredundant basis. Let IrBpCq � tn   ω : S has an irredundant
basis of n elementsu.

The next result shows that the length of the finite gaps in IrBpCq is bounded
by n� 2 if C is an n-ary closure operator.

Theorem 4.4 (Tarski). If C is an n-ary closure operator on S with n ¥ 2, and if
i   j with i, j P IrBpCq such that

ti� 1, . . . , j � 1u X IrBpCq � Ø, (�)

then j � i ¤ n � 1. In particular, if n � 2 then IrBpCq is a convex subset of ω,
i.e., a sequence of consecutive numbers.

PROOF. Let B be an irredundant basis with |B| � j. Let K be the set of
irredundant bases A with |A| ¤ i.

The idea of the proof is simple. We will think of B as the center of S, and
measure the distance from B using the “rings” Ck�1

n pBq � CknpBq. We want to
choose a basis A0 in K such that A0 is as close as possible to B, and such that
the last ring which contains elements of A0 contains as few elements of A0 as
possible. We choose one of the latter elements a0 and replace it by n or fewer
closer elements b1, . . . , bm to obtain a new generating set A1, with |A1|   i� n.
Then A1 contains an irredundant basis A2. By the ‘minimal distance’ condition on
A0 we see that A2 R K, hence |A2| ¡ i, so |A2| ¥ j by p�q. Thus j   i� n.

Now for the details of this proof, choose A0 P K such that

A0 �� CknpBq implies A � CknpBq

for A P K (see Figure 9). Let t be such that

A0 � Ct�1
n pBq, A0 � CtnpBq.

We can assume that��A0 X pC
t�1
n pBq � CtnpBqq

�� ¤ ��AX pCt�1
n pBq � CtnpBqq

��
for all A P K with A � Ct�1

n pBq. Choose

a0 P
�
Ct�1
n pBq � CtnpBq

�
XA0.

Then there must exist b1, . . . , bm P CtnpBq, for some m ¤ n, with

a0 P Cnptb1, . . . , bmuq,

so
A0 � CnpA1q,

where
A1 � pA0 � ta0uq Y tb1, . . . , bmu;

hence
CpA0q � CpA1q,
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Figure 9

which says A1 is a set of generators of S. Consequently, there is an irredundant
basis A2 � A1. Now |A2|   |A0| � n. If |A0| � n ¤ j, we see that the existence
of A2 contradicts the choice of A0 as then we would have

A2 P K, A2 � Ct�1
n pBq

and ��A2 X pC
t�1
n pBq � CtnpBqq

��   ��A0 X pC
t�1
n pBq � CtnpBqq

��.
Thus |A0| � n ¡ j. As |A0| ¤ i, we have j � i   n. l

EXAMPLE. If A is an algebra all of whose fundamental operations have arity not
exceeding 2 then IrBpSgq is a convex set. This applies to all the examples given in §1.

REFERENCES

1. G.F. McNulty and W. Taylor [1975]
2. A. Tarski [1975]

EXERCISES §4

1. Find IrBpSgq, where Sg is the subuniverse closure operator on the group of integers Z.

2. If C is a closure operator on a set S and X is a closed subset of S, show that 4.4 applies
to the irredundant bases of X .

3. If A is a unary algebra show that
��IrBpSgq

�� ¤ 1.

4. Give an example of an algebra A such that IrBpSgq is not convex.
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§5 Congruences and Quotient Algebras

The concepts of congruence, quotient algebra, and homomorphism are all closely
related. These will be the subjects of this and the next section.

Normal subgroups, which were introduced by Galois at the beginning of the
19th century, play a fundamental role in defining quotient groups and in the so-
called homomorphism and isomorphism theorems which are so basic to the general
development of group theory. Ideals, introduced in the second half of the 19th

century by Dedekind, play an analogous role in defining quotient rings, and in the
corresponding homomorphism and isomorphism theorems in ring theory. Given
such a parallel situation, it was inevitable that mathematicians should seek a general
common formulation. In these two sections the reader will see that congruences do
indeed form the unifying concept, and furthermore they provide another meeting
place for lattice theory and universal algebra.

Definition 5.1. Let A be an algebra of type F and let θ P EqpAq. Then θ is a
congruence on A if θ satisfies the following compatibility property:

CP: For each n-ary function symbol f P F and elements ai, bi P A, if aiθbi
holds for 1 ¤ i ¤ n then

fApa1, . . . , anq θf
Apb1, . . . , bnq

holds.

The compatibility property is an obvious condition for introducing an algebraic
structure on the set of equivalence classes A{θ, an algebraic structure which is
inherited from the algebra A. For if a1, . . . , an are elements of A and f is an n-ary
symbol in F , then the easiest choice of an equivalence class to be the value of f
applied to xa1{θ, . . . , an{θy would be simply fApa1, . . . , anq{θ. This will indeed
define a function on A{θ iff (CP) holds. We illustrate (CP) for a binary operation
in Figure 10 by subdividing A into

f  (b ,b )
A

1 2

a1 a

b 1 2

2

b 

f  (a ,a )
A

1 2

Figure 10
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the equivalence classes of θ; then selecting a1, b1 in the same equivalence class
and a2, b2 in the same equivalence class we want fApa1, a2q, f

Apb1, b2q to be in
the same equivalence class.

Definition 5.2. The set of all congruences on an algebra A is denoted by Con A.
Let θ be a congruence on an algebra A. Then the quotient algebra of A by
θ, written A{θ, is the algebra whose universe is A{θ and whose fundamental
operations satisfy

fA{θpa1{θ, . . . , an{θq � fApa1, . . . , anq{θ

where a1, . . . , an P A and f is an n-ary function symbol in F .

Note that quotient algebras of A are of the same type as A.

EXAMPLES. (1) Let G be a group. Then one can establish the following connection
between congruences on G and normal subgroups of G:

(a) If θ P Con G then 1{θ is the universe of a normal subgroup of G, and for
a, b P G we have xa, by P θ iff a ��� b�1 P 1{θ;

(b) If N is a normal subgroup of G, then the binary relation defined on G by

xa, by P θ iff a ��� b�1 P N

is a congruence on G with 1{θ � N .

Thus the mapping θ ÞÑ 1{θ is an order-preserving bijection between congru-
ences on G and normal subgroups of G.

(2) Let R be a ring. The following establishes a similar connection between
the congruences on R and ideals of R:

(a) If θ P Con R then 0{θ is an ideal of R, and for a, b P R we have xa, by P θ
iff a� b P 0{θ;

(b) If I is an ideal of R then the binary relation θ defined on R by

xa, by P θ iff a� b P I

is a congruence on R with 0{θ � I .

Thus the mapping θ ÞÑ 0{θ is an order-preserving bijection between congru-
ences on R and ideals of R.

These two examples are a bit misleading in that they suggest any congruence
on an algebra might be determined by a single equivalence class of the congruence.
The next example shows this need not be the case.

(3) Let L be a lattice which is a chain, and let θ be an equivalence relation on
L such that the equivalence classes of θ are convex subsets of L (i.e., if aθb and
a ¤ c ¤ b then aθcq. Then θ is a congruence on L.
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We will delay further discussion of quotient algebras until the next section and
instead concentrate now on the lattice structure of Con A.

Theorem 5.3. xCon A,�y is a complete sublattice of xEqpAq,�y, the lattice of
equivalence relations on A.

PROOF. To verify that Con A is closed under arbitrary intersection is straightfor-
ward. For arbitrary joins in Con A suppose θi P Con A for i P I . Then, if f is a
fundamental n-ary operation of A and

xa1, b1y, . . . , xan, bny P
ª
iPI

θi,

where
�

is the join of EqpAq, then from I§4.7 it follows that one can find
i0, . . . , ik P I , for some k P ω, such that

xaj , bjy P θi0 � θi1 � � � � � θik , 1 ¤ j ¤ n.

An easy argument then suffices to show that@
fpa1, . . . , anq, fpb1, . . . , bnq

D
P θi0 � θi1 � � � � � θik ;

hence
�
iPI θi is a congruence relation on A. l

Definition 5.4. The congruence lattice of A, denoted by Con A, is the lattice
whose universe is Con A, and meets and joins are calculated the same as when
working with equivalence relations (see I§4).

The following theorem suggests the abstract characterization of congruence
lattices of algebras.

Theorem 5.5. For A an algebra, there is an algebraic closure operator Θ on
A�A such that the closed subsets of A�A are precisely the congruences on A.
Hence Con A is an algebraic lattice.

PROOF. Let us start by setting up an appropriate algebraic structure onA�A. First,
for each n-ary function symbol f in the type of A let us define a corresponding
n-ary function f on A�A by

f
�
xa1, b1y, . . . , xan, bny

�
�

@
fApa1, . . . , anq, f

Apb1, . . . , bnq
D
.

Then we add the nullary operations xa, ay for each a P A, a unary operation s
defined by

spxa, byq � xb, ay,

and a binary operation t defined by

tpxa, by, xc, dyq �

#
xa, dy if b � c

xa, by otherwise.

Now it is an interesting exercise to verify that B is a subuniverse of this new
algebra iff B is a congruence on A. Let Θ be the Sg closure operator on }
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A�A for the algebra we have just described. Thus, by 3.3, Con A is an algebraic
lattice. l

The compact members of Con A are, by I§5.7, the finitely generated members
Θpxa1, b1y, . . . , xan, bnyq of Con A.

Definition 5.6. For A an algebra and a1, . . . , an P A letΘpa1, . . . , anq denote the
congruence generated by txai, ajy : 1 ¤ i, j ¤ nu, i.e., the smallest congruence
such that a1, . . . , an are in the same equivalence class. The congruence Θpa1, a2q
is called a principal congruence. For arbitrary X � A, let ΘpXq be defined to
mean the congruence generated by X �X .

Finitely generated congruences will play a key role in II§12, in Chapter IV,
and Chapter V. In certain cases we already know a good description of principal
congruences.

EXAMPLES. (1) If G is a group and a, b, c, d P G then xa, by P Θpc, dq iff ab�1

is a product of conjugates of cd�1 and conjugates of dc�1. This follows from the
fact that the smallest normal subgroup of G containing a given element u has as
its universe the set of all products of conjugates of u and conjugates of u�1.

(2) If R is a ring with unity and a, b, c, d P R then xa, by P Θpc, dq iff a � b
is of the form

°
1¤i¤n ripc � dqsi where ri, si P R. This follows from the fact

that the smallest ideal of R containing a given element e of R is precisely the set °
1¤i¤n riesi : ri, si P R,n ¥ 1

(
.

Some useful facts about congruences which depend primarily on the fact that
Θ is an algebraic closure operator are given in the following.

Theorem 5.7. Let A be an algebra, and suppose a1, b1, . . . , an, bn P A and
θ P Con A. Then

(a) Θpa1, b1q � Θpb1, a1q

(b) Θ
�
xa1, b1y, . . . , xan, bny

�
� Θpa1, b1q _ � � � _Θpan, bnq

(c) Θpa1, . . . , anq � Θpa1, a2q _Θpa2, a3q _ � � � _Θpan�1, anq

(d) θ �
� 

Θpa, bq : xa, by P θ
(
�

� 
Θpa, bq : xa, by P θ

(
(e) θ �

� 
Θ
�
xa1, b1y, . . . , xan, bny

�
: xai, biy P θ, n ¥ 1

(
.

PROOF. (a) As
xb1, a1y P Θpa1, b1q

we have
Θpb1, a1q � Θpa1, b1q;

hence, by symmetry,
Θpa1, b1q � Θpb1, a1q.

(b) For 1 ¤ i ¤ n,

xai, biy P Θpxa1, b1y, . . . , xan, bnyq;
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hence
Θpai, biq � Θpxa1, b1y, . . . , xan, bnyq,

so
Θpa1, b1q _ � � � _Θpan, bnq � Θpxa1, b1y, . . . , xan, bnyq.

On the other hand, for 1 ¤ i ¤ n,

xai, biy P Θpai, biq � Θpa1, b1q _ � � � _Θpan, bnq,

so
txa1, b1y, . . . , xan, bnyu � Θpa1, b1q _ � � � _Θpan, bnq;

hence
Θpxa1, b1y, . . . , xan, bnyq � Θpa1, b1q _ � � � _Θpan, bnq,

so
Θpxa1, b1y, . . . , xan, bnyq � Θpa1, b1q _ � � � _Θpan, bnq.

(c) For 1 ¤ i ¤ n� 1,

xai, ai�1y P Θpa1, . . . , anq,

so
Θpai, ai�1q � Θpa1, . . . , anq;

hence
Θpa1, a2q _ � � � _Θpan�1, anq � Θpa1, . . . , anq.

Conversely, for 1 ¤ i   j ¤ n,

xai, ajy P Θpai, ai�1q � � � � �Θpaj�1, ajq

so, by I§4.7
xai, ajy P Θpai, ai�1q _ � � � _Θpaj�1, ajq;

hence
xai, ajy P Θpa1, a2q _ � � � _Θpan�1, anq.

In view of (a) this leads to

Θpa1, . . . , anq � Θpa1, a2q _ � � � _Θpan�1, anq,

so
Θpa1, . . . , anq � Θpa1, a2q _ � � � _Θpan�1, anq.

(d) For xa, by P θ clearly

xa, by P Θpa, bq � θ

so
θ �

¤ 
Θpa, bq : xa, by P θ

(
�

ª 
Θpa, bq : xa, by P θ

(
� θ;

hence
θ �

¤ 
Θpa, bq : xa, by P θ

(
�

ª 
Θpa, bq : xa, by P θ

(
.

(e) (Similar to (d).) l

One cannot hope for a further sharpening of the abstract characterization of
congruence lattices of algebras in 5.5 because in 1963 Grätzer and Schmidt proved
that for every algebraic lattice L there is an algebra A such that L � Con A. Of
course, for particular classes of algebras one might find that }
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some additional properties hold for the corresponding classes of congruence lattices.
For example, the congruence lattices of lattices satisfy the distributive law, and
the congruence lattices of groups (or rings) satisfy the modular law. One of
the major themes of universal algebra has been to study the consequences of
special assumptions about the congruence lattices (or congruences) of algebras (see
§12 as well as Chapters IV and V). For this purpose we introduce the following
terminology.

Definition 5.8. An algebra A is congruence-distributive (congruence-modular)
if Con A is a distributive (modular) lattice. If θ1, θ2 P Con A and

θ1 � θ2 � θ2 � θ1

then we say θ1 and θ2 are permutable, or θ1 and θ2 permute. A is congruence-
permutable if every pair of congruences on A permutes. A class K of algebras is
congruence-distributive, congruence-modular, respectively congruence-permutable
iff every algebra in K has the desired property.

We have already looked at distributivity and modularity, so we will finish this
section with two results on permutable congruences.

Theorem 5.9. Let A be an algebra and suppose θ1, θ2 P Con A. Then the
following are equivalent:

(a) θ1 � θ2 � θ2 � θ1

(b) θ1 _ θ2 � θ1 � θ2

(c) θ1 � θ2 � θ2 � θ1.

PROOF. (a)ñ (b): For any equivalence relation θ we have θ � θ � θ, so from (a)
it follows that the expression for θ1 _ θ2 given in I§4.6 reduces to θ1 Y pθ1 � θ2q,
and hence to θ1 � θ2.

(c)ñ (a): Given (c) we have to show that

θ2 � θ1 � θ1 � θ2.

This, however, follows easily from applying the relational inverse operation to (c),
namely we have

pθ1 � θ2q
_ � pθ2 � θ1q

_,

and hence (as the reader can easily verify)

θ_2 � θ
_
1 � θ_1 � θ

_
2 .

Since the inverse of an equivalence relation is just that equivalence relation, we
have established (a).

(b)ñ (c): Since
θ2 � θ1 � θ1 _ θ2,

from (b) we could deduce θ2 � θ1 � θ1 � θ2,
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and then from the previous paragraph it would follow that

θ2 � θ1 � θ1 � θ2;

hence (c) holds. l

Theorem 5.10 (Birkhoff). If A is congruence-permutable, then A is congruence-
modular.

PROOF. Let θ1, θ2, θ3 P Con A with θ1 � θ2. We want to show that

θ2 X pθ1 _ θ3q � θ1 _ pθ2 X θ3q,

so suppose xa, by is in θ2 X pθ1 _ θ3q. By 5.9 there is an element c such that

aθ1c θ3b

holds as
θ1 _ θ3 � θ1 � θ3.

By symmetry
xc, ay P θ1;

hence
xc, ay P θ2,

and then by transitivity
xc, by P θ2.

Thus
xc, by P θ2 X θ3,

so from
aθ1cpθ2 X θ3qb

follows
xa, by P θ1 � pθ2 X θ3q;

hence
xa, by P θ1 _ pθ2 X θ3q. l

We would like to note that in 1953 Jónsson improved on Birkhoff’s result
above by showing that one could derive the so-called Arguesian identity for lattices
from congruence-permutability. In §12 we will concern ourselves again with
congruence-distributivity and permutability.
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EXERCISES §5

1. Verify the connection between normal subgroups and congruences on a group stated in
Example 1 (after 5.2).

2. Verify the connection between ideals and congruences on rings stated in Example 2
(after 5.2).
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3. Show that the normal subgroups of a group form an algebraic lattice which is modular.

4. Show that every group and ring is congruence-permutable, but not necessarily congruence-
distributive.

5. Show that every lattice is congruence-distributive, but not necessarily congruence-
permutable.

6. In the proof of 5.5, verify that subuniverses of the new algebra are precisely the
congruences on A.

7. Show that Θ is a 2-ary closure operator. [Hint: replace each n-ary f of A by unary
operations

fpa1, . . . , ai�1, x, ai�1, . . . , anq, a1, . . . , ai�1, ai�1, . . . , an P A

and show this gives a unary algebra with the same congruences.]

8. If A is a unary algebra and B is a subuniverse define θ by xa, by P θ iff a � b or
ta, bu � B. Show that θ is a congruence on A.

9. Let S be a semilattice. Define a ¤ b for a, b P S if a ��� b � a. Show that ¤ is a partial
order on S. Next, given a P S define

θa �
 
xb, cy P S � S : both or neither of a ¤ b, a ¤ c hold

(
.

Show θa is a congruence on S.

An algebra A has the congruence extension property (CEP) if for every B ¤ A
and θ P Con B there is a φ P Con A such that θ � φXB2. A class K of algebras
has the CEP if every algebra in the class has the CEP.

10. Show that the class of Abelian groups has the CEP. Does the class of lattices have
the CEP?

11. If L is a distributive lattice and a, b, c, d P L show that xa, by P Θpc, dq iff c^d^a �
c^ d^ b and c_ d_ a � c_ d_ b.

An algebra A has 3-permutable congruences if for all θ, φ P Con A we have
θ � φ � θ � φ � θ � φ.

12. (Jónsson) Show that if A has 3-permutable congruences then A is congruence-
modular.

§6 Homomorphisms and the Homomorphism and
Isomorphism Theorems

Homomorphisms are a natural generalization of the concept of isomorphism, and,
as we shall see, go hand in hand with congruences.

Definition 6.1. Suppose A and B are two algebras of the same type F . A
mapping α : AÑ B is called a homomorphism from A to B if

αfApa1, . . . , anq � fBpαa1, . . . , αanq
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for each n-ary f in F and each sequence a1, . . . , an from A. If, in addition, the
mapping α is onto then B is said to be a homomorphic image of A, and α is
called an epimorphism. (In this terminology an isomorphism is a homomorphism
which is one-to-one and onto.) In case A � B a homomorphism is also called
an endomorphism and an isomorphism is referred to as an automorphism. The
phrase “α : AÑ B is a homomorphism” is often used to express the fact that α is
a homomorphism from A to B.

EXAMPLES. Lattice, group, ring, module, and monoid homomorphisms are all
special cases of homomorphisms as defined above.

Theorem 6.2. Let A be an algebra generated by a set X . If α : A Ñ B and
β : A Ñ B are two homomorphisms which agree on X (i.e., αpaq � βpaq for
a P Xq, then α � β.

PROOF. Recall the definition of E in §3. Note that if α and β agree on X then α
and β agree on EpXq, for if f is an n-ary function symbol and a1, . . . , an P X
then

αfApa1, . . . , anq � fBpαa1, . . . αanq

� fBpβa1, . . . , βanq

� βfApa1, . . . , anq.

Thus by induction, if α and β agree on X then they agree on EnpXq for n   ω,
and hence they agree on SgpXq. l

Theorem 6.3. Let α : A Ñ B be a homomorphism. Then the image of a
subuniverse of A under α is a subuniverse of B, and the inverse image of a
subuniverse of B is a subuniverse of A.

PROOF. Let S be a subuniverse of A, let f be an n-ary member of F , and let
a1, . . . , an P S. Then

fBpαa1, . . . , αanq � αfApa1, . . . , anq P αpSq,

so αpSq is a subuniverse of B. If we now assume that S is a subuniverse of B
(instead of A) and αpa1q, . . . , αpanq P S then αfApa1, . . . , anq P S follows from
the above equation, so fApa1, . . . , anq is in α�1pSq. Thus α�1pSq is a subuniverse
of A. l

Definition 6.4. If α : AÑ B is a homomorphism and C ¤ A,D ¤ B, let αpCq
be the subalgebra of B with universe αpCq, and let α�1pDq be the subalgebra of
A with universe α�1pDq, provided α�1pDq � Ø.

Theorem 6.5. Suppose α : AÑ B and β : BÑ C are homomorphisms. Then
the composition β � α is a homomorphism from A to C.
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PROOF. For f an n-ary function symbol and a1, . . . , an P A, we have

pβ � αqfApa1, . . . , anq � β
�
αfApa1, . . . , anq

�
� βfBpαa1, . . . , αanq

� fC
�
βpαa1q, . . . , βpαanq

�
� fC

�
pβ � αqa1, . . . , pβ � αqan

�
. l

The next result says that homomorphisms commute with subuniverse closure
operators.

Theorem 6.6. If α : AÑ B is a homomorphism and X is a subset of A then

α SgpXq � SgpαXq.

PROOF. From the definition of E (see §3) and the fact that α is a homomorphism
we have

αEpY q � EpαY q

for all Y � A. Thus, by induction on n,

αEnpXq � EnpαXq

for n ¥ 1; hence

α SgpXq � α
�
X Y EpXq Y E2pXq Y � � �

�
� αX Y αEpXq Y αE2pXq Y � � �

� αX Y EpαXq Y E2pαXq Y � � �

� SgpαXq. l

Definition 6.7. Let α : A Ñ B be a homomorphism. Then the kernel of α,
written kerpαq, and sometimes just kerα, is defined by

kerpαq � txa, by P A2 : αpaq � αpbqu.

Theorem 6.8. Let α : AÑ B be a homomorphism. Then kerpαq is a congruence
on A.

PROOF. If xai, biy P kerpαq for 1 ¤ i ¤ n and f is n-ary in F , then

αfApa1, . . . , anq � fBpαa1, . . . , αanq

� fBpαb1, . . . , αbnq

� αfApb1, . . . , bnq;
hence @

fApa1, . . . , anq, f
Apb1, . . . , bnq

D
P kerpαq.

Clearly kerpαq is an equivalence relation, so it follows that kerpαq is actually a
congruence on A. l
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When studying groups it is usual to refer to the kernel of a homomorphism as
a normal subgroup, namely the inverse image of the identity element under the
homomorphism. This does not cause any real problems since we have already
pointed out in §5 that a congruence on a group is determined by the equivalence
class of the identity element, which is a normal subgroup. Similarly, in the study
of rings one refers to the kernel of a homomorphism as a certain ideal.

We are now ready to look at the straightforward generalizations to abstract
algebras of the homomorphism and isomorphism theorems usually encountered in
a first course on group theory.

Definition 6.9. Let A be an algebra and let θ P Con A. The natural map
νθ : AÑ A{θ is defined by νθpaq � a{θ. (When there is no ambiguity we write
simply ν instead of νθ.q Figure 11 shows how one might visualize the natural map.

A/θ

A

ν

Figure 11

Theorem 6.10. The natural map from an algebra to a quotient of the algebra is
an onto homomorphism.

PROOF. Let θ P Con A and let ν : A Ñ A{θ be the natural map. Then for f an
n-ary function symbol and a1, . . . , an P A we have

νfApa1, . . . , anq � fApa1, . . . , anq{θ

� fA{θpa1{θ, . . . , an{θq

� fA{θpνa1, . . . , νanq,

so ν is a homomorphism. Clearly ν is onto. l
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Definition 6.11. The natural homomorphism from an algebra to a quotient of the
algebra is given by the natural map.

Theorem 6.12 (Homomorphism Theorem). Suppose α : AÑ B is a homomor-
phism onto B. Then there is an isomorphism β from A{ kerpαq to B defined by
α � β � ν, where ν is the natural homomorphism from A to A{ kerpαq. pSee
Figure 12q.

A/ker α

A

α

ν
β

B

Figure 12

PROOF. First note that if α � β �ν then we must have βpa{θq � αpaq. The second
of these equalities does indeed define a function β, and β satisfies α � β � ν.
It is not difficult to verify that β is a bijection. To show that β is actually an
isomorphism, suppose f is an n-ary function symbol and a1, . . . , an P A. Then

β
�
fA{θpa1{θ, . . . , an{θq

�
� β

�
fApa1, . . . , anq{θ

�
� αfApa1, . . . , anq

� fBpαa1, . . . , αanq

� fB
�
βpa1{θq, . . . , βpan{θq

�
. l

Combining Theorems 6.5 and 6.12 we see that an algebra is a homomorphic
image of an algebra A iff it is isomorphic to a quotient of the algebra A. Thus
the “external” problem of finding all homomorphic images of A reduces to the
“internal” problem of finding all congruences on A. The homomorphism theorem
is also called “the first isomorphism theorem”.
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Definition 6.13. Suppose A is an algebra and φ, θ P Con A with θ � φ. Then let

φ{θ �
 
xa{θ, b{θy P pA{θq2 : xa, by P φ

(
.

Lemma 6.14. If φ, θ P Con A and θ � φ, then φ{θ is a congruence on A{θ.

PROOF. Let f be an n-ary function symbol and suppose xai{θ, bi{θy P φ{θ, for
1 ¤ i ¤ n. Then xai, biy P φ (why?), so@

fApa1, . . . , anq, f
Apb1, . . . , bnq

D
P φ,

and thus @
fApa1, . . . , anq{θ, f

Apb1, . . . , bnq{θ
D
P φ{θ.

From this it follows that@
fA{θpa1{θ, . . . , an{θq, f

A{θpb1{θ, . . . , bn{θ
D
P φ{θ. l

Theorem 6.15 (Second Isomorphism Theorem). If φ, θ P Con A and θ � φ, then
the map

α : pA{θq
L
pφ{θq Ñ A{φ

defined by
αppa{θq

L
pφ{θqq � a{φ

is an isomorphism from pA{θq
L
pφ{θq to A{φ. pSee Figure 13.q

equivalence classes

of ϕ/θ

dashed lines for equivalence

classes of ϕ

dotted and dashed lines for

equivalence classes of θ

A/ϕ
(A/θ)/(ϕ/θ)

A

α

Figure 13
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PROOF. Let a, b P A. Then from

pa{θq
L
pφ{θq � pb{θq

L
pφ{θq iff a{φ � b{φ

it follows that α is a well-defined bijection. Now, for f an n-ary function symbol
and a1, . . . , an P A we have

αf pA{θq{pφ{θq
�
pa1{θq

L
pφ{θq, . . . , pan{θq{pφ{θq

�
� α

�
fA{θpa1{θ, . . . , an{θq

L
pφ{θq

�
� α

�
pfApa1, . . . , anq{θq{pφ{θq

�
� fApa1, . . . , anq{φ

� fA{φpa1{φ, . . . , an{φq

� fA{φ
�
α
�
pa1{θq{pφ{θq

�
, . . . , α

�
pan{θq{pφ{θq

��
,

so α is an isomorphism. l

Definition 6.16. Suppose B is a subset of A and θ is a congruence on A. Let
Bθ � ta P A : B X a{θ � Øu. Let Bθ be the subalgebra of A generated by Bθ.
Also define θæB to be θ XB2, the restriction of θ to B. (See Figure 14, where the
dashed-line subdivisions of A are the equivalence classes of θ.q

A

B

B
θ

Figure 14

Lemma 6.17. If B is a subalgebra of A and θ P Con A, then

(a) The universe of Bθ is Bθ.

(b) θæB is a congruence on B.

PROOF. Suppose f is an n-ary function symbol. For (a) let a1, . . . , an P B
θ. Then

one can find b1, . . . , bn P B such that

xai, biy P θ, 1 ¤ i ¤ n,

hence @
fApa1, . . . , anq, f

Apb1, . . . , bnq
D
P θ,

so
fApa1, . . . , anq P B

θ.
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Thus Bθ is a subuniverse of A. Next, to verify that θæB is a congruence on B is
straightforward. l

Theorem 6.18 (Third Isomorphism Theorem). If B is a subalgebra of A and
θ P Con A, then psee Figure 15q

B{θæB� Bθ{θæBθ .

α

Bθ/θ| Bθ
B/θ| 

B

Figure 15

PROOF. We leave it to the reader to verify that the map α which is defined by
αpb{θæBq � b{θæBθ gives the desired isomorphism. l

The last theorem in this section will be quite important in the subsequent study
of subdirectly irreducible algebras. Before looking at this theorem let us note that
if L is a lattice and a, b P L with a ¤ b then the interval ra, bs is a subuniverse of
L.

Definition 6.19. For ra, bs a closed interval of a lattice L, where a ¤ b, let rrra, bsss
denote the corresponding sublattice of L.

Theorem 6.20 (Correspondence Theorem). Let A be an algebra and let θ P
Con A. Then the mapping α defined on rθ,

∆

As by

αpφq � φ{θ

is a lattice isomorphism from rrrθ,

∆

Asss to Con A{θ, where rrrθ,

∆

Asss is a sublattice
of Con A. pSee Figure 16.q

PROOF. To see that α is one-to-one, let φ, ψ P rθ,

∆

As with φ � ψ. Then,
without loss of generality, we can assume that there are elements a, b P A with
xa, by P φ� ψ. Thus

xa{θ, b{θy P pφ{θq � pψ{θq,

so
αpφq � αpψq.
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Con A

Con A/θ

α

θ

Figure 16

To show that α is onto, let ψ P Con A{θ and define φ to be kerpνψνθq. Then
for a, b P A,

xa{θ, b{θy P φ{θ

iff xa, by P φ

iff xa{θ, b{θy P ψ,
so

φ{θ � ψ.

Finally, we will show that α is an isomorphism. If φ, ψ P rθ,

∆

As then it is clear
that

φ � ψ

iff φ{θ � ψ{θ

iff αφ � αψ. l

One can readily translate 6.12, 6.15, 6.18, and 6.20 into the (usual) theorems
used in group theory and in ring theory.

EXERCISES §6

1. Show that, under composition, the endomorphisms of an algebra form a monoid, and
the automorphisms form a group.

2. Translate the isomorphism theorems and the correspondence theorem into results about
groups [rings], replacing congruences by normal subgroups [ideals].

3. Show that a homomorphism α is an embedding iff kerα � ∆.

4. If θ P Con A and Con A is a modular [distributive] lattice then show Con A{θ is
also a modular [distributive] lattice.

5. (Theorem A) Let α : A Ñ B be a homomorphism, and X � A. Show that xa, by P
ΘpXq ñ xαa, αby P ΘpαXq.

6. (Theorem B) Given two homomorphisms α : AÑ B and β : AÑ C, if kerβ � kerα
and β is onto, show that there is a homomorphism γ : CÑ B such that α � γ � β.
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§7 Direct Products, Factor Congruences, and
Directly Indecomposable Algebras

The constructions we have looked at so far, namely subalgebras and quotient
algebras, do not give a means of creating algebras of larger cardinality than what
we start with, or of combining several algebras into one.

Definition 7.1. Let A1 and A2 be two algebras of the same type F . Define the
(direct) product A1 �A2 to be the algebra whose universe is the set A1 �A2, and
such that for f P Fn and ai P A1, a

1
i P A2, 1 ¤ i ¤ n,

fA1�A2
�
xa1, a

1
1y, . . . , xan, a

1
ny
�
�

@
fA1pa1, . . . , anq, f

A2pa11, . . . , a
1
nq
D
.

In general neither A1 nor A2 is embeddable in A1 �A2, although in special
cases like groups this is possible because there is always a trivial subalgebra.
However, both A1 and A2 are homomorphic images of A1 �A2.

Definition 7.2. The mapping

πi : A1 �A2 Ñ Ai, i P t1, 2u,

defined by
πipxa1, a2yq � ai,

is called the projection map on the i th coordinate of A1 �A2.

Theorem 7.3. For i � 1 or 2 the mapping πi : A1 � A2 Ñ Ai is a surjective
homomorphism from A � A1 �A2 to Ai. Furthermore, in Con A1 �A2 we
have

(a) kerπ1 X kerπ2 � ∆,

(b) kerπ1 and kerπ2 permute, and

(c) kerπ1 _ kerπ2 �

∆

.

PROOF. Clearly πi is surjective. If f P Fn and ai P A1, a
1
i P A2, 1 ¤ i ¤ n,

then

π1

�
fA

�
xa1, a

1
1y, . . . , xan, a

1
ny
��
� π1

�@
fA1pa1, . . . , anq, f

A2pa11, . . . , a
1
nq
D�

� fA1pa1, . . . , anq

� fA1
�
π1pxa1, a

1
1yq, . . . , π1pxan, a

1
nyq

�
,

so π1 is a homomorphism; and similarly π2 is a homomorphism.

Now @
xa1, a2y, xb1, b2y

D
P kerπi

iff πipxa1, a2yq � πipxb1, b2yq

iff ai � bi.

Thus
kerπ1 X kerπ2 � ∆.
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Also if xa1, a2y, xb1, b2y are any two elements of A1 �A2 then

xa1, a2y kerπ1xa1, b2y kerπ2xb1, b2y,

so ∆

� kerπ1 � kerπ2.

But then kerπ1 and kerπ2 permute, and their join is

∆

. l

The last half of Theorem 7.3 motivates the following definition.

Definition 7.4. A congruence θ on A is a factor congruence if there is a congru-
ence θ� on A such that

θ X θ� � ∆,

θ _ θ� �

∆

,
and

θ permutes with θ�.

The pair θ, θ� is called a pair of factor congruences on A.

Theorem 7.5. If θ, θ� is a pair of factor congruences on A, then

A � A{θ �A{θ�

under the map
αpaq � xa{θ, a{θ�y.

PROOF. If a, b P A and
αpaq � αpbq

then
a{θ � b{θ and a{θ� � b{θ�,

so
xa, by P θ and xa, by P θ�;

hence
a � b.

This means that α is injective. Next, given a, b P A there is a c P A with

a θ c θ� b ;
hence

αpcq � xc{θ, c{θ�y

� xa{θ, b{θ�y,

so α is onto. Finally, for f P Fn and a1, . . . , an P A,

αfApa1, . . . , anq �
@
fA

�
a1, . . . , anq{θ, f

Apa1, . . . , anq{θ
�
D

�
@
fA{θpa1{θ, . . . , an{θq, f

A{θ�pa1{θ
�, . . . , an{θ

�q
D

� fA{θ�A{θ�
�
xa1{θ, a1{θ

�y, . . . , xan{θ, an{θ
�y
�

� fA{θ�A{θ�pαa1, . . . , αanq;

hence α is indeed an isomorphism. l
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Thus we see that factor congruences come from and give rise to direct products.

Definition 7.6. An algebra A is (directly) indecomposable if A is not isomorphic
to a direct product of two nontrivial algebras.

EXAMPLE. Any finite algebra A with |A| a prime number must be directly
indecomposable.

From Theorems 7.3 and 7.5 we have the following.

Corollary 7.7. A is directly indecomposable iff the only factor congruences on
A are ∆ and

∆

.

We can easily generalize the definition of A1 �A2 as follows.

Definition 7.8. Let pAiqiPI be an indexed family of algebras of type F . The
(direct) product A �

±
iPI Ai is an algebra with universe

±
iPI Ai and such that

for f P Fn and a1, . . . , an P
±
iPI Ai,

fApa1, . . . , anqpiq � fAi
�
a1piq, . . . , anpiq

�
for i P I, i.e., fA is defined coordinate-wise. The empty product

±
Ø is the trivial

algebra with universe tØu. As before we have projection maps

πj :
¹
iPI

Ai Ñ Aj

for j P I defined by
πjpaq � apjq

which give surjective homomorphisms

πj :
¹
iPI

Ai Ñ Aj .

If I � t1, 2, . . . , nu we also write A1 � � � � �An. If I is arbitrary but Ai � A
for all i P I, then we usually write AI for the direct product, and call it a (direct)
power of A. AØ is a trivial algebra.

A direct product
±
iPI Ai of sets is often visualized as a rectangle with base I

and vertical cross sectionsAi. An element a of
±
iPI Ai is then a curve as indicated

in Figure 17. Two elementary facts about direct products are stated next.

Theorem 7.9. If A1,A2, and A3 are of type F then

(a) A1 �A2 � A2 �A1 under αpxa1, a2yq � xa2, a1y.
(b) A1 � pA2 �A3q � A1 �A2 �A3 under α

�
xa1, xa2, a3yy

�
� xa1, a2, a3y.

PROOF. (Exercise.) l
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I i

a

a(i)

A
i

Figure 17

In Chapter IV we will see that there is up to isomorphism only one nontrivial
directly indecomposable Boolean algebra, namely a two-element Boolean algebra,
hence by cardinality considerations it follows that a countably infinite Boolean
algebra cannot be isomorphic to a direct product of directly indecomposable
algebras. On the other hand for finite algebras we have the following.

Theorem 7.10. Every finite algebra is isomorphic to a direct product of directly
indecomposable algebras.

PROOF. Let A be a finite algebra. If A is trivial then A is indecomposable. We
proceed by induction on the cardinality of A. Suppose A is a nontrivial finite
algebra such that for every B with |B|   |A| we know that B is isomorphic to a
product of indecomposable algebras. If A is indecomposable we are finished. If
not, then A � A1 �A2 with 1   |A1|, |A2|. Then, |A1|, |A2|   |A|, so by the
induction hypothesis,

A1 � B1 � � � � �Bm,

A2 � C1 � � � � �Cn,

where the Bi and Cj are indecomposable. Consequently,

A � B1 � � � � �Bm �C1 � � � � �Cn. l

Using direct products there are two obvious ways (which occur a number of
times in practice) of combining families of homomorphisms into single homomor-
phisms.

Definition 7.11. (i) If we are given maps αi : A Ñ Ai, i P I, then the natural
map

α : AÑ
¹
iPI

Ai

is defined by
pαaqpiq � αia.
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(ii) If we are given maps αi : Ai Ñ Bi, i P I, then the natural map

α :
¹
iPI

Ai Ñ
¹
iPI

Bi

is defined by
pαaqpiq � αipapiqq.

Theorem 7.12. (a) If αi : A Ñ Ai, i P I, is an indexed family of homomor-
phisms, then the natural map α is a homomorphism from A to A� �

±
iPI Ai.

(b) If αi : Ai Ñ Bi, i P I, is an indexed family of homomorphisms, then the
natural map α is a homomorphism from A� �

±
iPI Ai to B� �

±
iPI Bi.

PROOF. Suppose αi : A Ñ Ai is a homomorphism for i P I . Then for
a1, . . . , an P A and f P Fn we have, for i P I,�

αfApa1, . . . , anq
�
piq � αif

Apa1, . . . , anq

� fAipαia1, . . . , αianq

� fAi
�
pαa1qpiq, . . . , pαanqpiq

�
� fA

�

pαa1, . . . , αanqpiq;

hence
αfApa1, . . . , anq � fA

�

pαa1, . . . , αanq,

so α is indeed a homomorphism in (a) above. Case (b) is a consequence of (a)
using the homomorphisms αi � πi. l

Definition 7.13. If a1, a2 P A and α : A Ñ B is a map we say α separates a1

and a2 if
αa1 � αa2.

The maps αi : AÑ Ai, i P I, separate points if for each a1, a2 P A with a1 � a2

there is an αi such that
αipa1q � αipa2q.

Lemma 7.14. For an indexed family of maps αi : AÑ Ai, i P I, the following
are equivalent:

(a) The maps αi separate points.

(b) α is injective pα is the natural map of 7.11(a)).

(c)
�
iPI kerαi � ∆.

PROOF. (a)ñ (b): Suppose a1, a2 P A and a1 � a2. Then for some i,

αipa1q � αipa2q;

hence
pαa1qpiq � pαa2qpiq

so
αa1 � αa2.
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(b)ñ (c): For a1, a2 P A with a1 � a2, we have

αa1 � αa2;

hence
pαa1qpiq � pαa2qpiq

for some i, so
αia1 � αia2

for some i, and this implies

xa1, a2y R kerαi,

so £
iPI

kerαi � ∆.

(c)ñ (a): For a1, a2 P A with a1 � a2,

xa1, a2y R
£
iPI

kerαi

so, for some i,
xa1, a2y R kerαi;

hence
αia1 � αia2. l

Theorem 7.15. If we are given an indexed family of homomorphisms αi : AÑ
Ai, i P I, then the natural homomorphism α : AÑ

±
iPI Ai is an embedding iff�

iPI kerαi � ∆ iff the maps αi separate points.

PROOF. This is immediate from 7.14. l

EXERCISES §7

1. If θ, θ� P Con A show that they form a pair of factor congruences on A iff θX θ� � ∆
and θ � θ� �

∆

.

2. Show that pCon A1q � pCon A2q can be embedded in Con A1 �A2.

3. Give examples of arbitrarily large directly indecomposable finite distributive lattices.

4. If Con A is a distributive lattice show that the factor congruences on A form a
complemented sublattice of Con A.

5. Find two algebras A1,A2 such that neither can be embedded in A1 �A2.

§8 Subdirect Products, Subdirectly Irreducible Algebras,
and Simple Algebras

Although every finite algebra is isomorphic to a direct product of directly inde-
composable algebras, the same does not hold for infinite algebras in general. For
example, we see that a denumerable vector space over a finite }
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field cannot be isomorphic to a direct product of one-dimensional spaces by merely
considering cardinalities. The quest for general building blocks in the study of
universal algebra led Birkhoff to consider subdirectly irreducible algebras.

Definition 8.1. An algebra A is a subdirect product of an indexed family pAiqiPI
of algebras if

(i) A ¤
±
iPI Ai

and

(ii) πipAq � Ai for each i P I .

An embedding α : A Ñ
±
iPI Ai is subdirect if αpAq is a subdirect product of

the Ai.

Note that if I � Ø then A is a subdirect product of Ø iff A �
±

Ø, a trivial
algebra.

Lemma 8.2. If θi P Con A for i P I and
�
iPI θi � ∆, then the natural

homomorphism
ν : AÑ

¹
iPI

A{θi

defined by
νpaqpiq � a{θi

is a subdirect embedding.

PROOF. Let νi be the natural homomorphism from A to A{θi for i P I . As
ker νi � θi, it follows from 7.15 that ν is an embedding. Since each νi is surjective,
ν is a subdirect embedding. l

Definition 8.3. An algebra A is subdirectly irreducible if for every subdirect
embedding

α : AÑ
¹
iPI

Ai

there is an i P I such that
πi � α : AÑ Ai

is an isomorphism.

The following characterization of subdirectly irreducible algebras is most
useful in practice.

Theorem 8.4. An algebra A is subdirectly irreducible iff A is trivial or there is a
minimum congruence in Con A� t∆u. In the latter case the minimum element is�
pCon A� t∆uq, a principal congruence, and the congruence lattice of A looks

like the diagram in Figure 18.

PROOF. (ñ) If A is not trivial and Con A� t∆u has no minimum element then�
pCon A� t∆uq � ∆. Let I � Con A� t∆u. Then the natural map }
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Δ

(Con A  -  {Δ})

Δ

Figure 18

α : AÑ
±
θPI A{θ is a subdirect embedding by Lemma 8.2, and as the natural

map A Ñ A{θ is not injective for θ P I, it follows that A is not subdirectly
irreducible.

(ð) If A is trivial and α : A Ñ
±
iPI Ai is a subdirect embedding then

each Ai is trivial; hence each πi � α is an isomorphism. So suppose A is not
trivial, and let θ �

�
pCon A � t∆uq � ∆. Choose xa, by P θ, a � b. If

α : AÑ
±
iPI Ai is a subdirect embedding then for some i, pαaqpiq � pαbqpiq;

hence pπi �αqpaq � pπi �αqpbq. Thus xa, by R kerpπi �αq so θ � kerpπi �αq. But
this implies kerpπi�αq � ∆, so πi�α : AÑ Ai is an isomorphism. Consequently
A is subdirectly irreducible.

If Con A� t∆u has a minimum element θ then for a � b and xa, by P θ we
have Θpa, bq � θ, hence θ � Θpa, bq. l

Using 8.4, we can readily list some subdirectly irreducible algebras.

EXAMPLES. (1) A finite Abelian group G is subdirectly irreducible iff it is cyclic
and |G| � pn for some prime p.

(2) Given a prime number p, the Prüfer p-group Zp8 , the group of pnth roots
of unity, n P ω, is subdirectly irreducible.

(3) Every simple group is subdirectly irreducible.

(4) A vector space over a field F is subdirectly irreducible iff it is trivial or
one-dimensional.

(5) Any two-element algebra is subdirectly irreducible.

A directly indecomposable algebra need not be subdirectly irreducible—for
example, a three-element chain as a lattice. But the converse does indeed hold.

Theorem 8.5. A subdirectly irreducible algebra is directly indecomposable.

PROOF. Clearly the only factor congruences on a subdirectly irreducible algebra are
∆ and

∆

, so by 7.7 such an algebra is directly indecomposable. l

Theorem 8.6 (Birkhoff). Every algebra A is isomorphic to a subdirect product of
subdirectly irreducible algebras pwhich are homomorphic images of Aq.
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PROOF. As trivial algebras are subdirectly irreducible we only need to consider the
case of nontrivial A. For a, b P A with a � b we can find, using Zorn’s lemma, a
congruence θa,b on A which is maximal with respect to the property xa, by R θa,b.
Then clearly Θpa, bq _ θa,b is the smallest congruence in rθa,b,

∆

s � tθa,bu, so by
6.20 and 8.4 we see that A{θa,b is subdirectly irreducible. As

�
tθa,b : a � bu � ∆

we can apply 8.2 to show that A is subdirectly embeddable in the product of the
indexed family of subdirectly irreducible algebras pA{θa,bqa�b. l

An immediate consequence of 8.6 is the following.

Corollary 8.7. Every finite algebra is isomorphic to a subdirect product of a finite
number of subdirectly irreducible finite algebras.

Although subdirectly irreducible algebras do form the building blocks of
algebra, the subdirect product construction is so flexible that one is often unable
to draw significant conclusions for a class of algebras by studying its subdirectly
irreducible members. In some special yet interesting cases we can derive an
improved version of Birkhoff’s theorem which permits a much deeper insight—
this will be the theme of Chapter IV.

Next we look at a special kind of subdirectly irreducible algebra. This definition
extends the usual notion of a simple group or a simple ring to arbitrary algebras.

Definition 8.8. An algebra A is simple if Con A � t∆,

∆

u. A congruence θ on
an algebra A is maximal if the interval rθ,

∆
s of Con A has exactly two elements.

Many algebraists prefer to require that a simple algebra be nontrivial. For our
development, particularly for the material in Chapter IV, we find the discussion
smoother by admitting trivial algebras.

Just as the quotient of a group by a normal subgroup is simple and nontrivial
iff the normal subgroup if maximal, we have a similar result for arbitrary algebras.

Theorem 8.9. Let θ P Con A. Then A{θ is a simple algebra iff θ is a maximal
congruence on A or θ �

∆

.

PROOF. We know that
Con A{θ � rrrθ,

∆

Asss

by 6.20, so the theorem is an immediate consequence of 8.8. l

REFERENCE

1. G. Birkhoff [1944]
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EXERCISES §8

1. Represent the three-element chain as a subdirect product of subdirectly irreducible
lattices.

2. Verify that the examples following 8.4 are indeed subdirectly irreducible algebras.

3. (Wenzel). Describe all subdirectly irreducible mono-unary algebras. [In particular show
that they are countable.]

4. (Taylor). Let A be the set of functions from ω to t0, 1u. Define the bi-unary algebra
xA, f, gy by letting

fpaqpiq � api� 1q

gpaqpiq � ap0q.

Show that A is subdirectly irreducible.

5. (Taylor). Given an infinite cardinal λ show that one can construct a unary algebra A of
size 2λ with λ unary operations such that A is subdirectly irreducible.

6. Describe all subdirectly irreducible Abelian groups.

7. If S is a subdirectly irreducible semilattice show that |S| ¤ 2. (Use §5 Exercise 9.)
Hence show that every semilattice is isomorphic to a semilattice of the form xA,Xy,
where A is a family of sets closed under finite intersection.

8. A congruence θ on A is completely meet irreducible if whenever θ �
�
iPI θi, θi P

Con A, we have θ � θi, for some i P I . Show that A{θ is subdirectly irreducible iff θ
is completely meet irreducible. (Hence, in particular, A is subdirectly irreducible iff ∆
is completely meet irreducible.)

9. If H � xH,_,^,Ñ, 0, 1y is a Heyting algebra and a P H define θa �
 
xb, cy P

H2 : pb Ñ cq ^ pc Ñ bq ¥ a
(

. Show that θa is a congruence on H. From this show
that H is subdirectly irreducible iff |H| � 1 or there is an element e � 1 such that
b � 1 ñ b ¤ e for b P H .

10. Show that the lattice of partitions xΠpAq,�y of a set A is a simple lattice.

11. (Theorem) If A is an algebra and θi P Con A, i P I, let θ �
�
iPI θi. Show that A{θ

can be subdirectly embedded in
±
iPI A{θi.

§9 Class Operators and Varieties

A major theme in universal algebra is the study of classes of algebras of the same
type closed under one or more constructions.

Definition 9.1. We introduce the following operators mapping classes of algebras
to classes of algebras (all of the same type):

A P IpKq iff A is isomorphic to some member of K

A P SpKq iff A is a subalgebra of some member of K

A P HpKq iff A is a homomorphic image of some member of K
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A P P pKq iff A is a direct product of a nonempty family of algebras inK

A P PSpKq iff A is a subdirect product of a nonempty family of algebras inK.

If O1 and O2 are two operators on classes of algebras we write O1O2 for the
composition of the two operators, and ¤ denotes the usual partial ordering, i.e.,
O1 ¤ O2 if O1pKq � O2pKq for all classes of algebras K. An operator O is
idempotent if O2 � O. A class K of algebras is closed under an operator O if
OpKq � K.

Our convention that P and PS apply only to non-empty indexed families of
algebras is the convention followed by model theorists. Thus for any operator O
above, OpØq � Ø. Many algebraists prefer to include

±
Ø, guaranteeing that

P pKq and PSpKq always contain a trivial algebra. However this leads to problems
formulating certain preservation theorems—see V§2. For us

±
Ø is really used

only in IV§1, §5 and §7.

Lemma 9.2. The following inequalities hold: SH ¤ HS, PS ¤ SP, and
PH ¤ HP . Also the operators, H,S, and IP are idempotent.

PROOF. Suppose A P SHpKq. Then for some B P K and onto homomorphism
α : BÑ C, we have A ¤ C. Thus α�1pAq ¤ B, and as αpα�1pAqq � A, we
have A P HSpKq.

If A P PSpKq then A �
±
iPI Ai for suitable Ai ¤ Bi P K, i P I . As±

iPI Ai ¤
±
iPI Bi, we have A P SP pKq.

Next if A P PHpKq, then there are algebras Bi P K and epimorphisms
αi : Bi Ñ Ai such that A �

±
iPI Ai. It is easy to check that the mapping

α :
±
iPI Bi Ñ

±
iPI Ai defined by αpbqpiq � αipbpiqq is an epimorphism; hence

A P HP pKq.

Finally it is a routine exercise to verify that H2 � H, etc. l

Definition 9.3. A nonempty class K of algebras of type F is called a variety if it
is closed under subalgebras, homomorphic images, and direct products.

As the intersection of a class of varieties of type F is again a variety, and as
all algebras of type F form a variety, we can conclude that for every class K of
algebras of the same type there is a smallest variety containing K.

Definition 9.4. If K is a class of algebras of the same type let V pKq denote the
smallest variety containing K. We say that V pKq is the variety generated by K. If
K has a single member A we write simply V pAq. A variety V is finitely generated
if V � V pKq for some finite set K of finite algebras.

Theorem 9.5 (Tarski). V � HSP .

PROOF. Since HV � SV � IPV � V and I ¤ V it follows that HSP ¤
HSPV � V . From Lemma 9.2 we see that HpHSP q � HSP, SpHSP q ¤
HSSP � HSP, }
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and P pHSP q ¤ HPSP ¤ HSPP ¤ HSIPIP � HSIP ¤ HSHP ¤
HHSP � HSP ; hence for any K, HSP pKq is closed under H, S, and P . As
V pKq is the smallest class containing K and closed under H, S, and P, we must
have V � HSP . l

Another description of the operator V will be given at the end of §11. The
following version of Birkhoff’s Theorem 8.6 is useful in studying varieties.

Theorem 9.6. If K is a variety, then every member of K is isomorphic to a
subdirect product of subdirectly irreducible members of K.

Corollary 9.7. A variety is generated by its subdirectly irreducible members.

REFERENCES

1. E. Nelson [1967]
2. D. Pigozzi [1972]
3. A. Tarski [1946]

EXERCISES §9

1. Show that ISP pKq is the smallest class containing K and closed under I, S, and P .

2. Show HS � SH, HP � IPH, ISP � IPS.

3. Show ISPHS � ISHPS � IHSP .

4. (Pigozzi). Show that there are 18 distinct class operators of the form IO1 � � �On where
Oi P tH,S, P u for 1 ¤ i ¤ n.

5. Show that if V has the CEP (see §5 Exercise 10) then for K � V, HSpKq � SHpKq.

§10 Terms, Term Algebras, and Free Algebras

Given an algebra A there are usually many functions besides the fundamental
operations which are compatible with the congruences on A and which “preserve”
subalgebras of A. The most obvious functions of this type are those obtained by
compositions of the fundamental operations. This leads us to the study of terms.

Definition 10.1. Let X be a set of (distinct) objects called variables. Let F be a
type of algebras. The set T pXq of terms of type F over X is the smallest set such
that

(i) X YF0 � T pXq.
(ii) If p1, . . . , pn P T pXq and f P Fn then the “string” fpp1, . . . , pnq P T pXq.
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Note that T pXq � Ø iff X YF0 � Ø. For a binary function symbol ��� we
usually prefer p1 ��� p2 to ���pp1, p2q. For p P T pXq we often write p as ppx1, . . . , xnq
to indicate that the variables occurring in p are among x1, . . . , xn. A term p is
n-ary if the number of variables appearing explicitly in p is ¤ n.

EXAMPLES. (1) Let F consist of a single binary function symbol ���, and let
X � tx, y, zu. Then

x, y, z, x ��� y, y ��� z, x ��� py ��� zq, and px ��� yq ��� z
are some of the terms over X .

(2) Let F consist of two binary operation symbols � and ���, and let X be as
before. Then

x, y, z, x ��� py � zq, and px ��� yq � px ��� zq

are some of the terms over X .

(3) The classical polynomials over the field of real numbers R are really the
terms as defined above of type F consisting of �, ���, and � together with a nullary
function symbol r for each r P R.

In elementary algebra one often thinks of an n-ary polynomial over R as a
function from Rn to R for some n. This can be applied to terms as well.

Definition 10.2. Given a term ppx1, . . . , xnq of type F over some set X and
given an algebra A of type F we define a mapping pA : An Ñ A as follows:

(1) if p is a variable xi, then

pApa1, . . . , anq � ai

for a1, . . . , an P A, i.e., pA is the ith projection map;

(2) if p is of the form f
�
p1px1, . . . , xnq, . . . , pkpx1, . . . , xnq

�
, where f P Fk,

then
pApa1, . . . , anq � fA

�
pA1 pa1, . . . , anq, . . . , p

A
k pa1, . . . , anq

�
.

In particular if p � f P F then pA � fA. We say pA is the term function on A
corresponding to the term p. (Often we will drop the superscript Aq.

The next theorem gives some useful properties of term functions, namely they
behave like fundamental operations insofar as congruences and homomorphisms
are concerned, and they can be used to describe the closure operator Sg of §3 in a
most efficient manner.

Theorem 10.3. For any type F and algebras A,B of type F we have the
following.

(a) Let p be an n-ary term of type F , let θ P Con A, and suppose xai, biy P θ
for 1 ¤ i ¤ n. Then

pApa1, . . . , anq θ p
Apb1, . . . , bnq.
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(b) If p is an n-ary term of type F and α : AÑ B is a homomorphism, then

αpApa1, . . . , anq � pBpαa1, . . . , αanq

for a1, . . . , an P A.

(c) Let S be a subset of A. Then

SgpSq �
 
pApa1, . . . , anq : p is an n-ary term of type F , n   ω, and a1, . . . , an P S

(
.

PROOF. Given a term p define the length lppq of p to be the number of occurrences
of n-ary operation symbols in p for n ¥ 1. Note that lppq � 0 iff p P X YF0.

(a) We proceed by induction on lppq. If lppq � 0, then either p � xi for some
i, whence @

pApa1, . . . , anq, p
Apb1, . . . , bnq

D
� xai, biy P θ

or p � a for some a P F0, whence@
pApa1, . . . , anq, p

Apb1, . . . , bnq
D
� xaA, aAy P θ.

Now suppose lppq ¡ 0 and the assertion holds for every term q with lpqq   lppq.
Then we know p is of the form

f
�
p1px1, . . . , xnq, . . . , pkpx1, . . . , xnq

�
,

and as lppiq   lppq we must have, for 1 ¤ i ¤ k,@
pAi pa1, . . . , anq, p

A
i pb1, . . . , bnq

D
P θ;

hence@
fAppA1 pa1, . . . , anq, . . . , p

A
k pa1, . . . , anqq, f

AppA1 pb1, . . . , bnq, . . . , p
A
k pb1, . . . , bnqq

D
P θ,

and consequently @
pApa1, . . . , anq, p

Apb1, . . . , bnq
D
P θ.

(b) The proof of this is an induction argument on lppq.

(c) Referring to §3 one can give an induction proof, for k ¥ 1, of

EkpSq � tpApa1, . . . , anq : p is an n-ary term, lppq ¤ k, n   ω, a1, . . . , an P Su.

Furthermore the right side is always � SgpSq since an easy induction argument
shows that every subuniverseB of A is closed under the term functions of A. Thus

SgpSq �
¤
k 8

EkpSq �
 
pApa1, . . . , anq : p is an n-ary term, n   ω, a1, . . . , an P S

(
.

l

One can, in a natural way, transform the set T pXq into an algebra.

Definition 10.4. Given F and X, if T pXq � Ø then the term algebra of type F
over X, written TpXq, has as its universe the set T pXq, and the fundamental }
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operations satisfy

fTpXq : xp1, . . . , pny ÞÑ fpp1, . . . , pnq

for f P Fn and pi P T pXq, 1 ¤ i ¤ n. (TpØq exists iff F0 � Ø.q

Note that TpXq is indeed generated by X . Term algebras provide us with the
simplest examples of algebras with the universal mapping property.

Definition 10.5. Let K be a class of algebras of type F and let UpXq be an
algebra of type F which is generated by X . If for every A P K and for every map

α : X Ñ A

there is a homomorphism
β : UpXq Ñ A

which extends α (i.e., βpxq � αpxq for x P Xq, then we say UpXq has the
universal mapping property for K over X, X is called a set of free generators of
UpXq, and UpXq is said to be freely generated by X .

Lemma 10.6. Suppose UpXq has the universal mapping property for K over X .
Then if we are given A P K and α : X Ñ A, there is a unique extension β of α
such that β is a homomorphism from UpXq to A.

PROOF. This follows simply from noting that a homomorphism is completely
determined by how it maps a set of generators (see 6.2) from the domain. l

The next result says that for a given cardinal m there is, up to isomorphism,
at most one algebra in a class K which has the universal mapping property for K
over a set of free generators of size m.

Theorem 10.7. Suppose U1pX1q and U2pX2q are two algebras with the universal
mapping property for K over the indicated sets. If U1pX1q,U2pX2q P K and
|X1| � |X2|, then U1pX1q � U2pX2q.

PROOF. First note that the identity map

ıj : Xj Ñ Xj , j � 1, 2,

has as its unique extension to a homomorphism from UjpXjq to UjpXjq the
identity map. Now let

α : X1 Ñ X2

be a bijection. Then we have a homomorphism

β : U1pX1q Ñ U2pX2q

extending α, and a homomorphism

γ : U2pX2q Ñ U1pX1q
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extending α�1. As β � γ is an endomorphism of U2pX2q extending ı2, it follows
by 10.6 that β � γ is the identity map on U2pX2q. Likewise γ � β is the identity
map on U1pX1q. Thus β is a bijection, so U1pX1q � U2pX2q. l

Theorem 10.8. For any type F and setX of variables, whereX � Ø if F0 � Ø,
the term algebra TpXq has the universal mapping property for the class of all
algebras of type F over X .

PROOF. Let α : X Ñ A where A is of type F . Define

β : T pXq Ñ A

recursively by
βx � αx

for x P X, and
β
�
fpp1, . . . , pnq

�
� fApβp1, . . . , βpnq

for p1, . . . , pn P T pXq and f P Fn. Then βpppx1, . . . , xnqq � pApαx1, . . . , αxnq,
and β is the desired homomorphism extending α. l

Thus given any class K of algebras the term algebras provide algebras which
have the universal mapping property for K. To study properties of classes of
algebras we often try to find special kinds of algebras in these classes which yield
the desired information. Directly indecomposable and subdirectly irreducible
algebras are two examples which we have already encountered. In order to find
algebras with the universal mapping property for K which give more insight into
K we will introduce K-free algebras. Unfortunately not every class K contains
algebras with the universal mapping property for K. Nonetheless we will be
able to show that any class closed under I, S, and P contains its K-free algebras.
There is reasonable difficulty in providing transparent descriptions of K-free
algebras for most K. However, most of the applications of K-free algebras come
directly from the universal mapping property, the fact that they exist in varieties,
and their relation to identities holding in K (which we will examine in the next
section). A proper understanding of free algebras is essential in our development of
universal algebra—we use them to show varieties are the same as classes defined
by equations (Birkhoff), to give useful characterizations (Mal’cev conditions) of
important properties of varieties, and to show every nontrivial variety contains a
nontrivial simple algebra (Magari).

Definition 10.9. Let K be a family of algebras of type F . Given a set X of
variables let

ΦKpXq �
 
φ P Con TpXq : TpXq{φ P ISpKq

(
.

Define the congruence θKpXq on TpXq by

θKpXq �
£
ΦKpXq.
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Then letting
X � X{θKpXq,

define FKpXq, the K-free algebra over X, by

FKpXq � TpXq
L
θKpXq.

For x P X we write x for x{θKpXq, and for p � ppx1, . . . , xnq P T pXq we
write p for pFKpXqpx1, . . . , xnq. If X is finite, say X � tx1, . . . , xnu, we often
write FKpx1, . . . , xnq for FKpXq. FKpXq is the universe of FKpXq.

Remarks.

(1) FKpXq exists iff TpXq exists iff X � Ø or F0 � Ø, that is, iff X YF0 � Ø.
(2) If FKpXq exists, then X is a set of generators of FKpXq as X generates
TpXq.
(3) If F0 � Ø, then the algebra FKpØq is often referred to as an initial object by
category theorists and computer scientists.
(4) If K � Ø or K consists solely of trivial algebras, then FKpXq is a trivial
algebra as θKpXq �

∆

.
(5) If K has a nontrivial algebra A and TpXq exists, then X X

�
x{θKpXq

�
�

txu as distinct members x, y of X can be separated by some homomorphism
α : TpXq Ñ A. In this case |X| � |X|.
(6) If |X| � |Y | and TpXq exists, then clearly FKpXq � FKpY q under an
isomorphism which maps X to Y as TpXq � TpY q under an isomorphism
mapping X to Y . Thus FKpXq is determined, up to isomorphism, by K and |X|.

Theorem 10.10 (Birkhoff). Suppose TpXq exists, that is, X YF0 � Ø. Then
FKpXq has the universal mapping property for K over X .

PROOF. Given A P K let α be a map from X to A. Let ν : TpXq Ñ FKpXq
be the natural homomorphism. Then α � ν maps X into A, so by the universal
mapping property of TpXq there is a homomorphism µ : TpXq Ñ A extending
pα � νq æX . From the definition of θKpXq it is clear that θKpXq � kerµ (as
kerµ P ΦKpXqq. Thus there is a homomorphism β : FKpXq Ñ A such that
µ � β � ν (see Theorem B in §6 Exercise 6) as ker ν � θKpXq. But then, for
x P X,

βpxq � β � νpxq

� µpxq

� α � νpxq

� αpxq,

so β extends α. Thus FKpXq has the universal mapping property for K over X .
l

If FKpXq P K then it is, up to isomorphism, the unique algebra in K with
the universal mapping property freely generated by a set of generators of size |X|.
Actually every algebra in K with the universal mapping property for K over some
X is isomorphic to a K-free algebra over X (see Exercise 6).
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EXAMPLES. (1) It is clear that TpXq is isomorphic to the free algebra for the class
K of all algebras of type F over X since θKpXq � ∆. The corresponding free
algebra is sometimes called the absolutely free algebra FpXq of type F .

(2) Given X let X� be the set of finite strings of elements of X, including the
empty string. We can construct a monoid xX�, ���, 1y by defining ��� to be concatena-
tion, and 1 is the empty string. By checking the universal mapping property one
sees that xX�, ���, 1y is, up to isomorphism, the free monoid freely generated by X .

Corollary 10.11. If K is a class of algebras of type F and A P K, then for
sufficiently large X, A P HpFKpXqq.

PROOF. Choose |X| ¥ |A| and let

α : X Ñ A

be a surjection. Then let
β : FKpXq Ñ A

be a homomorphism extending α. l

In general FKpXq is not isomorphic to a member of K (for example, let
K � tLu where L is a two-element lattice; then FKpx, yq R IpKqq. However
FKpXq can be embedded in a product of members of K.

Theorem 10.12 (Birkhoff). Suppose TpXq exists, that is, XYF0 � Ø. Then for
K � Ø, FKpXq P ISP pKq. Thus if K is closed under I, S, and P, in particular
if K is a variety, then FKpXq P K.

PROOF. As
θKpXq �

£
ΦKpXq

it follows (see §8 Exercise 11) that

FKpXq � TpXq
L
θKpXq P IPS

�
tTpXq{θ : θ P ΦKpXqu

�
,

so
FKpXq P IPSISpKq,

and thus by 9.2 and the fact that PS ¤ SP,

FKpXq P ISP pKq. l

From an earlier theorem of Birkhoff, Theorem 8.6, we know that if a variety
has a nontrivial algebra in it then it must have a nontrivial subdirectly irreducible
algebra in it. The next result shows that such a variety must also contain a nontrivial
simple algebra.

Theorem 10.13 (Magari). If we are given a variety V with a nontrivial member,
then V contains a nontrivial simple algebra.
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PROOF. Let X � tx, yu, and let

S �
 
ppxq : p P T ptxuq

(
,

a subset of FV pXq. First suppose that ΘpSq �

∆

in Con FV pXq. Then by Zorn’s
lemma there is a maximal element in rΘpSq,

∆

s � t

∆

u. (The key observation for
this step is that for θ P rΘpSq,

∆

s,

θ �

∆

iff xx, yy P θ.

To see this note that if xx, yy P θ and ΘpSq � θ, then for any term ppx, yq, with
F � FV pXq we have

pFpx, yq θ pFpx, xqΘpSqx;

hence θ �

∆

.q Let θ0 be a maximal element in rΘpSq,

∆

s�t

∆

u. Then FV pXq{θ0

is a simple algebra by 8.9, and it is in V .

If, however, ΘpSq �

∆

, then since Θ is an algebraic closure operator by 5.5,
it follows that for some finite subset S0 of S we must have xx, yy P ΘpS0q. Let S
be the subalgebra of FV pXq with universe S (note that S � Sgptxuq by 10.3(c)).
As V is nontrivial we must have x � y in FV pXq, and as xx, yy P ΘpSq it follows
that S is nontrivial. Now we claim that

∆

S � ΘpS0q, where Θ in this case is
understood to be the appropriate closure operator on S. To see this let ppxq P S
and let

α : FV pXq Ñ S
be the homomorphism defined by

αpxq � x

αpyq � ppxq.

As
xx, yy P ΘpS0q in FV pXq,

it follows from 6.6 (see Theorem A in §6 Exercise 5) that

xx, ppxqy P ΘpS0q in S

as
αpS0q � S0.

This establishes our claim; hence using Zorn’s lemma we can find a maximal
congruence θ on S as

∆

S is finitely generated. Hence S{θ is a simple algebra in
V . l

Let us turn to another application of free algebras.

Definition 10.14. An algebra A is locally finite if every finitely generated subal-
gebra (see §3.4) is finite. A class K of algebras is locally finite if every member of
K is locally finite.

Theorem 10.15. A variety V is locally finite iff

|X|   ω ñ
��FV pXq��   ω.



70 II The Elements of Universal Algebra

PROOF. The direction pñq is clear as X generates FV pXq. For pðq let A be
a finitely generated member of V, and let B � A be a finite set of generators.
Choose X such that we have a bijection

α : X Ñ B.

Extend this to a homomorphism

β : FV pXq Ñ A.

As βpFV pXqq is a subalgebra of A containing B, it must equal A. Thus β is
surjective, and as FV pXq is finite so is A. l

Theorem 10.16. Let K be a finite set of finite algebras. Then V pKq is a locally
finite variety.

PROOF. First verify that P pKq is locally finite. To do this define an equivalence
relation � on T ptx1, . . . , xnuq by p � q if the term functions corresponding to p
and q are the same for each member of K. Use the finiteness conditions to show
that � has finitely many equivalence classes. This, combined with 10.3(c), suffices.
It easily follows that V is locally finite since every finitely generated member of
HSP pKq is a homomorphic image of a finitely generated member of SP pKq.l
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EXERCISES §10

1. Let L be the four-element lattice xt0, a, b, 1u,_,^y where 0 is the least element, 1 is
the largest element, and a^ b � 0, a_ b � 1 (the Hasse diagram is Figure 1(c)). Show
that L has the universal mapping property for the class of lattices over the set ta, bu.

2. Let A � xω, fy be the mono-unary algebra with fpnq � n � 1. Show A has the
universal mapping property for the class of mono-unary algebras over the set t0u.

3. Let p be a prime number, and let Zp be the set of integers modulo p. Let Zp be the
mono-unary algebra xZp, fy defined by fpnq � n� 1. Show Zp has the universal
mapping property for K over t1u, where K is the class of mono-unary algebras xA, fy
satisfying fppxq � x.

4. Show that the group Z � xZ,�,�, 0y of integers has the universal mapping property
for the class of groups over t1u.

5. If V is a variety and |X| ¤ |Y | show FV pXq can be embedded in FV pY q in a natural
way.

6. If UpXq P K and it has the universal mapping property for K over X , show that
UpXq � FKpXq under a mapping α such that αpxq � x.
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7. Show that for any algebra A and a, b P A,Θpxa, byq � t�
�
s1
� 
xppa, cq, ppb, cqy :

ppx, y1, . . . , ynq is a term, c1, . . . , cn P A
(��

Y∆A, where s1pY q � YˇY Y for Y �
A�A, and where t�p q is the transitive closure operator, i.e., for Y � A�A, t�pY q
is the smallest subset of A�A containing Y and closed under t. (See the proof of 5.5.)

§11 Identities, Free Algebras, and Birkhoff’s Theorem

One of the most celebrated theorems of Birkhoff says that the classes of algebras
defined by identities are precisely those which are closed under H, S, and P .
In this section we study identities, their relation to free algebras, and then give
several applications, including Birkhoff’s theorem. We have already seen particular
examples of identities, among which are the commutative law, the associative law,
and the distributive laws. Now let us formalize the general notion of an identity,
and what it means for an identity to hold in an algebra A, or in a class of algebras
K.

Definition 11.1 An identity of type F over X is an expression of the form

p � q

where p, q P T pXq. Let IdpXq be the set of identities of type F over X . An
algebra A of type F satisfies an identity

ppx1, . . . , xnq � qpx1, . . . , xnq

if for every choice of a1, . . . , an P A we have

pApa1, . . . , anq � qApa1, . . . , anq.

If so then we say that the identity is true in A, or holds in A, and write

A |ù ppx1, . . . , xnq � qpx1, . . . , xnq,
or more briefly

A |ù p � q.

If Σ is a set of identities, we say A satisfies Σ, written

A |ù Σ,

if A |ù p � q for each p � q P Σ.

A class K of algebras satisfies p � q, written

K |ù p � q,

if each member of K satisfies p � q. If Σ is a set of identities, we say K satisfies
Σ, written

K |ù Σ,

if K |ù p � q for each p � q P Σ. Given K and X let

IdKpXq � tp � q P IdpXq : K |ù p � qu.

We use the symbol * for “does not satisfy.”
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We can reformulate the above definition of satisfaction using the notion of
homomorphism.

Lemma 11.2. If K is a class of algebras of type F and p � q is an identity of
type F over X, then

K |ù p � q

iff for every A P K and for every homomorphism α : TpXq Ñ A we have

αp � αq.

PROOF. pñq Let p � ppx1, . . . , xnq, q � qpx1, . . . , xnq. Suppose K |ù p �
q, A P K, and α : TpXq Ñ A is a homomorphism. Then

pApαx1, . . . , αxnq � qApαx1, . . . , αxnq

ñ αpTpXqpx1, . . . , xnq � αqTpXqpx1, . . . , xnq

ñ αp � αq.

pðq For the converse choose A P K and a1, . . . , an P A. By the universal
mapping property of TpXq there is a homomorphism α : TpXq Ñ A such that

αxi � ai, 1 ¤ i ¤ n.
But then

pApa1, . . . , anq � pApαx1, . . . , αxnq

� αp

� αq

� qApαx1, . . . , αxnq

� qApa1, . . . anq,

so K |ù p � q. l

Next we see that the basic class operators preserve identities.

Lemma 11.3. For any class K of type F , all of the classes K, IpKq, SpKq,
HpKq, P pKq and V pKq satisfy the same identities over any set of variables X .

PROOF. Clearly K and IpKq satisfy the same identities. As

I ¤ IS, I ¤ H, and I ¤ IP,
we must have

IdKpXq � IdSpKqpXq, IdHpKqpXq, and IdP pKqpXq.

For the remainder of the proof suppose

K |ù ppx1, . . . , xnq � qpx1, . . . , xnq.

Then if B ¤ A P K and b1, . . . , bn P B, then as b1, . . . , bn P A we have

pApb1, . . . , bnq � qApb1, . . . , bnq;
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hence
pBpb1, . . . , bnq � qBpb1, . . . , bnq,

so
B |ù p � q.

Thus
IdKpXq � IdSpKqpXq.

Next suppose α : A Ñ B is a surjective homomorphism with A P K. If
b1, . . . , bn P B, choose a1, . . . , an P A such that

αpa1q � b1, . . . , αpanq � bn.

Then
pApa1, . . . , anq � qApa1, . . . , anq

implies
αpApa1, . . . , anq � αqApa1, . . . , anq;

hence
pBpb1, . . . , bnq � qBpb1, . . . , bnq.

Thus
B |ù p � q,

so
IdKpXq � IdHpKqpXq.

Lastly, suppose Ai P K for i P I . Then for a1, . . . , an P A �
±
iPI Ai we

have
pAipa1piq, . . . , anpiqq � qAipa1piq, . . . , anpiqq;

hence
pApa1, . . . , anqpiq � qApa1, . . . , anqpiq

for i P I, so
pApa1, . . . , anq � qApa1, . . . , anq.

Thus
IdKpXq � IdP pKqpXq.

As V � HSP by 9.5, the proof is complete. l

Now we will formulate the crucial connection between K-free algebras and
identities.

Theorem 11.4. Given a class K of algebras of type F and terms p, q P T pXq of
type F we have

K |ù p � q

ô FKpXq |ù p � q

ô p � q in FKpXq

ô xp, qy P θKpXq.

PROOF. Let F � FKpXq, p � ppx1, . . . , xnq, q � qpx1, . . . , xnq, and let

ν : TpXq Ñ F
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be the natural homomorphism. Certainly K |ù p � q implies F |ù p � q as
F P ISP pKq. Suppose next that F |ù p � q. Then

pFpx1, . . . , xnq � qFpx1, . . . , xnq,

hence p � q. Now suppose p � q in F. Then

νppq � p � q � νpqq,

so
xp, qy P ker ν � θKpXq.

Finally suppose xp, qy P θKpXq. Given A P K and a1, . . . , an P A choose
α : TpXq Ñ A such that αxi � ai, 1 ¤ i ¤ n. As kerα P ΦKpXq we have

kerα � ker ν � θKpXq,

so it follows that there is a homomorphism β : FÑ A such that α � β � ν (see
§6 Exercise 6). Then

αppq � β � νppq � β � νpqq � αpqq.

Consequently
K |ù p � q

by 11.2. l

Corollary 11.5. LetK be a class of algebras of type F , and suppose p, q P T pXq.
Then for any set of variables Y with |Y | ¥ |X| we have

K |ù p � q iff FKpY q |ù p � q.

PROOF. The direction pñq is obvious as FKpY q P ISP pKq. For the converse
choose X0 � X such that |X0| � |Y |. Then

FKpX0q � FKpY q,

and as
K |ù p � q iff FKpX0q |ù p � q

by 11.4 it follows that

K |ù p � q iff FKpY q |ù p � q. l

Corollary 11.6. Suppose K is a class of algebras of type F and X is a set of
variables. Then for any infinite set of variables Y,

IdKpXq � IdFKpY qpXq.

PROOF. For p � q P IdKpXq, say p � ppx1, . . . , xnq, q � qpx1, . . . , xnq, we
have p, q P T ptx1, . . . , xnuq. As |tx1, . . . , xnu|   |Y |, by 11.5

K |ù p � q iff FKpY q |ù p � q,

so the corollary is proved. l
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As we have seen in §1, many of the most popular classes of algebras are defined
by identities.

Definition 11.7. Let Σ be a set of identities of type F , and define MpΣq to be
the class of algebras A satisfying Σ. A class K of algebras is an equational class
if there is a set of identities Σ such that K �MpΣq. In this case we say that K is
defined, or axiomatized, by Σ.

Lemma 11.8. If V is a variety and X is an infinite set of variables, then V �
MpIdV pXqq.

PROOF. Let
V 1 �MpIdV pXqq.

Clearly V 1 is a variety by 11.3, V 1 � V, and

IdV 1pXq � IdV pXq.
So by 11.4,

FV 1pXq � FV pXq.

Now given any infinite set of variables Y, we have by 11.6

IdV 1pY q � IdFV 1 pXqpY q � IdFV pXqpY q � IdV pY q.

Thus again by 11.4,
θV 1pY q � θV pY q;

hence
FV 1pY q � FV pY q.

Now for A P V 1 we have (by 10.11), for suitable infinite Y,

A P HpFV 1pY qq;

hence
A P HpFV pY qq,

so A P V ; hence V 1 � V, and thus V 1 � V . l

Now we have all the background needed to prove the famous theorem of
Birkhoff.

Theorem 11.9 (Birkhoff). K is an equational class iff K is a variety.

PROOF. pñq Suppose
K �MpΣq.

Then
V pKq |ù Σ



76 II The Elements of Universal Algebra

by 11.3; hence
V pKq �MpΣq,

so
V pKq � K,

i.e., K is a variety.

pðq This follows from 11.8. l

We can also use 11.4 to obtain a significant strengthening of 10.12.

Corollary 11.10. Let K be a class of algebras of type F . If TpXq exists, that is
X YF0 � Ø, and K 1 is any class of algebras such that K � K 1 � V pKq, then

FK1pXq � FKpXq.

In particular if K � Ø it follows that

FK1pXq P ISP pKq.

PROOF. Since IdKpXq � IdV pKqpXq by 11.3, it follows that IdKpXq � IdK1pXq.
Thus θK1pXq � θKpXq, so FK1pXq � FKpXq. The last statement of the corol-
lary then follows from 10.12. l

So far we know that K-free algebras belong to ISP pKq. The next result
partially sharpens this by showing that large K-free algebras are in IPSpKq.

Theorem 11.11. Let K be a nonempty class of algebras of type F . Then for
some cardinal m, if |X| ¥ m we have

FKpXq P IPSpKq.

PROOF. First choose a subset K� of K such that for any X, IdK�pXq � IdKpXq.
(One can find such a K� by choosing an infinite set of variables Y and then
selecting, for each identity p � q in IdpY q � IdKpY q, an algebra A P K such that
A * p � q.q Let m be any infinite upper bound of t|A| : A P K�u. (Since K� is
a set such a cardinal m must exist.)

Given X let ΨK�pXq � tφ P Con TpXq : TpXq{φ P IpK�qu. Then
ΨK�pXq � ΦK�pXq, hence

�
ΨK�pXq � θK�pXq. To prove equality of these

two congruences for |X| ¥ m suppose xp, qy R θK�pXq. Then K� * p � q
by 11.4; hence for some A P K�, A * p � q. If p � ppx1, . . . , xnq, q �
qpx1, . . . , xnq, choose a1, . . . , an P A such that pApa1, . . . , anq � qApa1, . . . , anq.
As |X| ¥ |A| we can find a mapping α : X Ñ A which is onto and αxi � ai, 1 ¤
i ¤ n. Then α can be extended to a surjective homomorphism β : FK�pXq Ñ A,
and βppq � βpqq. Thus xp, qy R kerβ P ΨK�pXq, so xp, qy R

�
ΨK�pXq. Conse-

quently
�
ΨK�pXq � θK�pXq. As FKpXq � FK�pXq by 11.4, it follows that

FKpXq � TpXq{
�
ΨK�pXq. Then (see the Theorem in §8 Exercise 11) we have

FKpXq P IPSpK
�q � IPSpKq. l
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Theorem 11.12. V � HPS .

PROOF. As
PS ¤ SP

we have
HPS ¤ HSP � V.

Given a class K of algebras and sufficiently large X, we have

FV pKqpXq P IPSpKq

by 11.11; hence
V pKq � HPSpKq

by 10.11. Thus
V � HPS . l
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EXERCISES §11

1. Given a type F and a set of variables X and p, q P T pXq show that TpXq |ù p � q iff
p � q (thus TpXq does not satisfy any interesting identities).

2. If V is a variety and X is infinite, show V � HSP pFV pXqq.

3. If X is finite and IdV pXq defines V does it follow that V � HSP pFV pXqq?

4. Describe free semilattices.

5. Show that if V � V pAq then, given X � Ø, FV pXq can be embedded in A|A||X|

. In
particular if A has no proper subalgebras the embedding is also subdirect.

§12 Mal’cev Conditions

One of the most fruitful directions of research was initiated by Mal’cev in the
1950’s when he showed the connection between permutability of congruences for
all algebras in a variety V and the existence of a ternary term p such that V satisfies
certain identities involving p. Properties of varieties characterized by the existence
of certain terms involved in certain identities we will refer to as Mal’cev conditions.
This topic was significantly advanced in the 1970s by Taylor.

Lemma 12.1. Let V be a variety of type F , and let

ppx1, . . . , xm, y1, . . . , ynq,

qpx1, . . . , xm, y1, . . . , ynq
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be terms such that in F � FV pXq, where

X � tx1, . . . , xm, y1, . . . , ynu,
we have@
pFpx1, . . . , xm, y1, . . . , ynq, q

Fpx1, . . . , xm, y1, . . . , ynq
D
P Θpy1, . . . , ynq.

Then
V |ù ppx1, . . . , xm, y, . . . , yq � qpx1, . . . , xm, y, . . . , yq.

PROOF. The homomorphism

α : FV px1, . . . , xm, y1, . . . , ynq Ñ FV px1, . . . , xm, yq

defined by
αpxiq � xi, 1 ¤ i ¤ m,

and
αpyiq � y, 1 ¤ i ¤ n,

is such that
Θpy1, . . . , ynq � kerα;

so
αppx1, . . . , xm, y1, . . . , ynq � αqpx1, . . . , xm, y1, . . . , ynq;

thus
ppx1, . . . , xm, y, . . . , yq � qpx1, . . . , xm, y, . . . , yq

in FV px1, . . . , xm, yq, so by 11.4

V |ù ppx1, . . . , xm, y, . . . , yq � qpx1, . . . , xm, y, . . . , yq.
l

Theorem 12.2 (Mal’cev). Let V be a variety of type F . The variety V is
congruence-permutable iff there is a term ppx, y, zq such that

V |ù ppx, x, yq � y

and
V |ù ppx, y, yq � x.

PROOF. pñq If V is congruence-permutable, then in FV px, y, zq we have

xx, zy P Θpx, yq �Θpy, zq

so
xx, zy P Θpy, zq �Θpx, yq.

Hence there is a ppx, y, zq P FV px, y, zq such that

xΘpy, zq ppx, y, zqΘpx, yq z.

By 12.1
V |ù ppx, y, yq � x

and
V |ù ppx, x, zq � z.
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pðq Let A P V and suppose φ, ψ P Con A. If

xa, by P φ � ψ,
say aφ cψ b, then

b � ppc, c, bqφ ppa, c, bqψ ppa, b, bq � a,

so
xb, ay P φ � ψ.

Thus by 5.9
φ � ψ � ψ � φ.

l

EXAMPLES. (1) Groups xA, ���,�1, 1y are congruence-permutable, for let ppx, y, zq
be x ��� y�1 ��� z.

(2) Rings xR,�, ���,�, 0y are congruence-permutable, for let ppx, y, zq be
x� y � z.

(3) Quasigroups xQ, {, ���, zy are congruence-permutable, for let ppx, y, zq be
px{pyzyqq ��� pyzzq.

Theorem 12.3. Suppose V is a variety for which there is a ternary termMpx, y, zq
such that

V |ùMpx, x, yq �Mpx, y, xq �Mpy, x, xq � x.

Then V is congruence-distributive.

PROOF. Let φ, ψ, χ P Con A, where A P V . If

xa, by P φ^ pψ _ χq

then xa, by P φ and there exist c1, . . . , cn such that

aψ c1 χ c2 � � � ψ cnχ b.
But then as

Mpa, ci, bqφMpa, ci, aq � a,

for each i, we have

a �Mpa, a, bq pφ^ ψqMpa, c1, bq pφ^ χqMpa, c2, bq � � �

Mpa, cn, bq pφ^ χqMpa, b, bq � b,

so
xa, by P pφ^ ψq _ pφ^ χq.

This suffices to show

φ^ pψ _ χq � pφ^ ψq _ pφ^ χq,

so V is congruence-distributive. l

EXAMPLE. Lattices are congruence-distributive, for let

Mpx, y, zq � px_ yq ^ px_ zq ^ py _ zq.
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Definition 12.4. A variety V is arithmetical if it is both congruence-distributive
and congruence-permutable.

Theorem 12.5 (Pixley). A variety V is arithmetical iff it satisfies either of the
equivalent conditions

(a) There are terms p and M as in 12.2 and 12.3.

(b) There is a term mpx, y, zq such that

V |ù mpx, y, xq � mpx, y, yq � mpy, y, xq � x.

PROOF. If V is arithmetical then there is a term p as V is congruence-permutable.
Let FV px, y, zq be the free algebra in V freely generated by tx, y, zu. Then as

xx, zy P Θpx, zq X rΘpx, yq _Θpy, zqs

it follows that

xx, zy P rΘpx, zq XΘpx, yqs _ rΘpx, zq XΘpy, zqs;

hence
xx, zy P rΘpx, zq XΘpx, yqs � rΘpx, zq XΘpy, zqs.

Choose Mpx, y, zq P FV px, y, zq such that

xrΘpx, zq XΘpx, yqsMpx, y, zq rΘpx, zq XΘpy, zqsz.

Then by 12.1,
V |ùMpx, x, yq �Mpx, y, xq �Mpy, x, xq � x.

If (a) holds then let mpx, y, zq be ppx,Mpx, y, zq, zq. Finally if (b) holds let
ppx, y, zq be mpx, y, zq and let Mpx, y, zq be mpx,mpx, y, zq, zq, and use 12.2
and 12.3. l

EXAMPLES. (1) Boolean algebras are arithmetical, for let

mpx, y, zq � px^ zq _ px^ y1 ^ z1q _ px1 ^ y1 ^ zq.

(2) Heyting algebras are arithmetical, for let

mpx, y, zq � rpxÑ yq Ñ zs ^ rpz Ñ yq Ñ xs ^ rx_ zs.

Note that 12.3 is not a Mal’cev condition as it is an implication rather than
a characterization. Jónsson discovered a Mal’cev condition for congruence-
distributive varieties which we will make considerable use of in the last chapter.

Theorem 12.6 (Jónsson). A variety V is congruence-distributive iff there is a
finite n and terms p0px, y, zq, . . . , pnpx, y, zq such that V satisfies

pipx, y, xq � x 0 ¤ i ¤ n

p0px, y, zq � x, pnpx, y, zq � z

pipx, x, yq � pi�1px, x, yq for i even

pipx, y, yq � pi�1px, y, yq for i odd.
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PROOF. pñq Since

Θpx, zq ^ rΘpx, yq _Θpy, zqs � rΘpx, zq ^Θpx, yqs _ rΘpx, zq ^Θpy, zqs

in FV px, y, zq we must have

xx, zy P rΘpx, zq ^Θpx, yqs _ rΘpx, zq ^Θpy, zqs.

Thus for some p1px, y, zq, . . . , pn�1px, y, zq P FV px, y, zq we have

x rΘpx, zq ^Θpx, yqs p1px, y, zq

p1px, y, zq rΘpx, zq ^Θpy, zqs p2px, y, zq

...

pn�1px, y, zq rΘpx, zq ^Θpy, zqs z,

and from these the desired equations fall out.

pðq For φ, ψ, χ P Con A, where A P V, we need to show

φ^ pψ _ χq � pφ^ ψq _ pφ^ χq,

so let
xa, by P φ^ pψ _ χq.

Then xa, by P φ, and for some c1, . . . , ct we have

aψ c1 χ � � � ct χ b.

From this follows, for 0 ¤ i ¤ n,

pipa, a, bqψ pipa, c1, bqχ � � � pipa, ct, bqχpipa, b, bq;

hence

pipa, a, bq pφ^ ψq pipa, c1, bq pφ^ χq � � � pipa, ct, bq pφ^ χq pipa, b, bq,

so
pipa, a, bq rpφ^ ψq _ pφ^ χqs pipa, b, bq,

0 ¤ i ¤ n. Then in view of the given equations, a rpφ^ ψq _ pφ^ χqs b, so V is
congruence-distributive. l

By looking at the proofs of 12.2 and 12.6 one easily has the following result.

Theorem 12.7. A variety V is congruence-permutable prespectively, congruence-
distributiveq iff FV px, y, zq has permutable prespectively, distributiveq congru-
ences.

For convenience in future discussions we introduce the following definitions.

Definition 12.8. A ternary term p satisfying the conditions in 12.2 for a variety V
is called a Mal’cev term for V, a ternary term M as described in 12.3 is a majority
term for V, and a ternary term m as described in 12.5 is called a 2

3 -minority term
for V .
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The reader will find Mal’cev conditions for congruence-modular varieties in
Day [1] below.
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EXERCISES §12

1. Verify the claim that Boolean algebras [Heyting algebras] are arithmetical.

2. Let V be a variety of rings generated by finitely many finite fields. Show that V is
arithmetical.

3. Show that the variety of n-valued Post algebras is arithmetical.

4. Show that the variety generated by the six-element ortholattice in Figure 19 is arithmeti-
cal.

a a bb

1

0

Figure 19

§13 The Center of an Algebra

Smith [6] introduced a generalization of the commutator for groups to any algebra
in a congruence-permutable variety. Hagemann and Herrmann [3] then showed that
such commutators exist for any algebra in a congruence-modular variety. Using
the commutator one can define the center of such }
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algebras. Another very simple definition of the center, valid for any algebra, was
given by Freese and McKenzie [1], and we will use it here.

Definition 13.1. Let A be an algebra of type F . The center of A is the binary
relation ZpAq defined by:

xa, by P ZpAq

iff for every ppx, y1, . . . , ynq P T px, y1, . . . , ynq and for every c1, . . . , cn, d1, . . . , dn P
A,

ppa, c1, . . . , cnq � ppa, d1, . . . , dnq iff ppb, c1, . . . , cnq � ppb, d1, . . . , dnq.

Theorem 13.2. For every algebra A, the center ZpAq is a congruence on A.

PROOF. Certainly ZpAq is reflexive, symmetric, and transitive, hence ZpAq
is an equivalence relation on A. Next let f be an n-ary function symbol, and
suppose xai, biy P ZpAq, 1 ¤ i ¤ n. Given a term ppx, y1, . . . , ymq and elements
c1, . . . , cm, d1, . . . , dm of A, from the definition of ZpAq we have

ppfpa1, a2, . . . , anq,~c q � ppfpa1, a2, . . . , anq, ~d q

iff ppfpb1, a2, . . . , anq,~c q � ppfpb1, a2, . . . , anq, ~d q

...

iff ppfpb1, . . . , bn�1, anq,~c q � ppfpb1, . . . , bn�1, anq, ~d q

iff ppfpb1, . . . , bnq,~c q � ppfpb1, . . . , bnq, ~d q;

hence
ppfp~aq,~c q � ppfp~aq, ~d q iff ppfp~bq,~c q � ppfp~bq, ~d q,

so @
fpa1, . . . , anq, fpb1, . . . , bnq

D
P ZpAq.

Thus ZpAq is indeed a congruence. l

Let us actually calculate the above defined center of a group and of a ring.

EXAMPLE. Let G � xG, ���,�1, 1y be a group. If xa, by P ZpGq then, with the term
ppx, y1, y2q � y1 ��� x ��� y2 and c P G, we have

ppa, a�1, cq � ppa, c, a�1q;

hence
ppb, a�1, cq � ppb, c, a�1q,

that is,
a�1 ��� b ��� c � c ��� b ��� a�1.

With c � 1 it follows that
a�1 ��� b � b ��� a�1;

hence for c P G,
a�1 ��� b ��� c � c ��� a�1 ��� b,
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consequently xa, by is in the congruence associated with the normal subgroup N of
G which is the usual group-theoretic center of G, i.e., N � tg P G : h ��� g � g ��� h
for h P Gu.

Conversely, suppose N is the usual group-theoretic center of G. Then for any
term ppx, y1, . . . , ynq and elements a, b, c1, . . . , cn, d1, . . . , dn P G, if a���b�1 P N,
and if

ppa,~c q � ppa, ~d q

then
pppa ��� b�1q ��� b,~c q � pppa ��� b�1q ��� b, ~d q,

so
ppb,~c q � ppb, ~d q

as a ��� b�1 is central. So, by symmetry, if a ��� b�1 P N then

ppa,~c q � ppa, ~d q iff ppb,~c q � ppb, ~d q,

so xa, by P ZpGq.

Thus

ZpGq �
 
xa, by P G2 : pa ��� b�1q ��� c � c ��� pa ��� b�1q for c P G

(
.

EXAMPLE. Let R � xR,�, ���,�, 0y be a ring. If xr, sy P ZpRq then, for
t P R,

pr � rq ��� t � pr � rq ��� 0;

hence replacing the underlined r by s we have

pr � sq ��� t � 0.

Likewise
t ��� pr � sq � 0,

so r � s P AnnpRq, the annihilator of R. Conversely, if r � s P AnnpRq and
ppx, y1, . . . , ynq is a term and c1, . . . , cn, d1, . . . , dn P R then from

ppr,~c q � ppr, ~d q

it follows that
pppr � sq � s,~c q � pppr � sq � s, ~d q,

and thus
pps,~c q � pps, ~d q.

By symmetry, we have

ZpRq �
 
xr, sy : r � s P AnnpRq

(
.

Now we return to the fundamental theorem of centrality, namely the characteri-
zation of modules up to polynomial equivalence.

Definition 13.3. Let A be an algebra of type F . To F0 add symbols a for each
a P A, and call the new type FA, and let AA be the algebra of type FA which is
just A with a nullary operation corresponding to each element of A. The terms of
type FA are called the polynomials of A. We write pA for pAA . Two }
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algebras A1 � xA,F1y and A2 � xA,F2y, possibly of different types, on the
same universe are said to be polynomially equivalent if they have the same set
of polynomial functions, i.e., for each polynomial ppx1, . . . , xnq of A1 there is a
polynomial qpx1, . . . , xnq of A2 such that pA1 � qA2 , and conversely.

The following proof incorporates elegant arguments due to McKenzie and
Taylor.

Theorem 13.4 (Gumm, Hagemann, Herrmann). Let A be an algebra such that
V pAq is congruence-permutable. Then the following are equivalent:

(a) A is polynomially equivalent to a left R-module, for some R.

(b) ZpAq �

∆

A.

(c) txa, ay : a P Au is a coset of a congruence on A�A.

PROOF. (a) ñ (b): If A is polynomially equivalent to a module, say M �@
M,�,�, 0, pfrqrPR

D
, then for every term ppx, y1, . . . , ynq of A there is a poly-

nomial

qpx, y1, . . . , ynq � frpxq � fr1py1q � � � � � frnpynq �m

of M such that
pA � qM.

Thus for a, b, c1, . . . , cn, d1, . . . , dn P A, if

ppa, c1, . . . , cnq � ppa, d1, . . . , dnq

then
qpa, c1, . . . , cnq � qpa, d1, . . . , dnq;

hence if we subtract frpaq from both sides,

fr1pc1q � � � � � frnpcnq �m � fr1pd1q � � � � � frnpdnq �m,

so if we add frpbq to both sides,

qpb, c1, . . . , cnq � qpb, d1, . . . , dnq;

consequently
ppb, c1, . . . , cnq � ppb, d1, . . . , dnq.

By symmetry,
ppa,~c q � ppa, ~d q iff ppb,~c q � ppb, ~d q;

hence ZpAq �

∆

A.

(b)ô (c): First note that X � txa, ay : a P Au is a coset of some congruence
on A�A iff it is a coset of ΘpXq, the smallest congruence on A�A obtained
by identifying X . Now, from §10 Exercise 7,

Θptxa, ay : a P Auq � t�
�
s�
�!
xpA�A

�
xa, ay, xc1, d1y, . . . , xcn, dny

�
,

pA�A
�
xb, by, xc1, d1y, . . . , xcn, dny

�
y : a, b, c1, . . . , cn, d1, . . . , dn P A

and p is a term
)		

Y∆A�A.
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HenceX is a coset ofΘpXq iff for every a, b, c1, . . . , cn, d1, . . . , dn P A and every
term ppx, y1, . . . , ynq,

pA�A
�
xa, ay, xc1, d1y, . . . , xcn, dny

�
P X

iff
pA�A

�
xb, by, xc1, d1y, . . . , xcn, dny

�
P X,

that is,
pApa,~c q � pApa, ~d q iff pApb,~c q � pApb, ~d q.

Thus X is a coset of ΘpXq iff ZpAq �

∆

A.

(b)ñ (a): Given that ZpAq �

∆

A, let ppx, y, zq be a Mal’cev term for V pAq.
Choose any element 0 of A and define, for a, b P A,

a� b � ppa, 0, bq

�a � pp0, a, 0q.
Then

a� 0 � ppa, 0, 0q

� a.

Next observe that for a, b, c, d, e P A,

ppppa, a, aq, d, ppb, e, eqq � ppppa, d, bq, e, ppc, c, eqq;

hence, as xe, cy P ZpAq, we can replace the underlined e by c to obtain

ppppa, a, aq, d, ppb, e, cqq � ppppa, d, bq, e, ppc, c, cqq,

so
ppa, d, ppb, e, cqq � ppppa, d, bq, e, cq.

Setting d � e � 0, we have the associative law

a� pb� cq � pa� bq � c.

Next,

a� p�aq � ppa, 0, pp0, a, 0qq

� ppppa, 0, 0q, a, 0q

� ppa, a, 0q

� 0.
By

ppa, b, bq � ppb, b, aq

and the fact that x0, by P ZpAq, we can replace the underlined b by 0 to obtain

ppa, 0, bq � ppb, 0, aq;

hence
a� b � b� a,

so xA,�,�, 0y is an Abelian group.

Next we show that each n-ary term function pApx1, . . . , xnq of A is affine for
xA,�,�, 0y, i.e., it is a homomorphism from xA,�,�, 0yn to xA,�,�, 0y }
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plus a constant. Let a1, . . . , an, b1, . . . , bn P A. Then

ppa1 � 0, . . . , an � 0q � pp0, . . . , 0q � pp0� 0, . . . , 0� 0q � ppa1, . . . , anq.

As x0, b1y P ZpAq we can replace the underlined 0’s by b1 to obtain

ppa1�b1, a2�0, . . . , an�0q�pp0, . . . , 0q � pp0�b1, 0�0, . . . , 0�0q�ppa1, . . . , anq.

Continuing in this fashion, we obtain

ppa1 � b1, . . . , an � bnq � pp0, . . . , 0q � ppb1, . . . , bnq � ppa1, . . . , anq

� ppa1, . . . , anq � ppb1, . . . , bnq.

Thus pApx1, . . . , xnq� p
Ap0, . . . , 0q is a group homomorphism from xA,�,�, 0yn

to xA,�,�, 0y.

To construct the desired module, letR be the set of unary functions pApx, c1, . . . , cnq
on A obtained by choosing terms ppx, y1, . . . , ynq and elements c1, . . . , cn P A
such that

pp0, c1, . . . , cnq � 0.

For such unary functions we have

ppa� b, c1, . . . , cnq � ppa, c1, . . . , cnq � ppb, 0, . . . , 0q � pp0, . . . , 0q

and
ppb, c1, . . . , cnq � ppb, 0, . . . , 0q � pp0, c1, . . . , cnq � pp0, . . . , 0q

� ppb, 0, . . . , 0q � pp0, . . . , 0q;
hence

ppa� b, c1 . . . , cnq � ppa, c1, . . . , cnq � ppb, c1, . . . , cnq. (�)

Thus each member of R is an endomorphism of xA,�,�, 0y.

Clearly R is closed under composition �, and for r, s P R define r � s and �r
by

pr � sqpaq � rpaq � spaq � pprpaq, 0, spaqq

p�rqpaq � �rpaq � pp0, rpaq, 0q.

Then r � s,�r P R. Let p0 be the constant function on A with value 0, and
let p1 be the identity function on A. Then p0,p1 P R as well. We claim that
R � xR,�, ���,�,p0,p1y is a ring. Certainly xR,�,�, 0y is an Abelian group as the
operations are defined pointwise in the Abelian group xA,�,�, 0y, and xR, ���, 1y
is a monoid. Thus we only need to look at the distributive laws. If we are given
r, s, t P R, then

rpr � sq � tspaq � pr � sqptpaqq

� rptpaqq � sptpaqq

� pr � tqpaq � ps � tqpaq

� pr � t� s � tqpaq;
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hence
pr � sq � t � r � t� s � t.

Also

rr � ps� tqspaq � rpps� tqpaqq

� rpspaq � tpaqq

� rpspaqq � rptpaqq (by p�q above)

� pr � sqpaq � pr � tqpaq

� pr � s� r � tqpaq;
hence

r � ps� tq � pr � sq � pr � tq.

This shows R is a ring.

Now to show that M � xA,�,�, 0, prqrPRy is a left R-module, we only need
to check the laws concerning scalar multiplication. So let r, s P R, a, b P A. Then

pr � sqpaq � rpaq � spaq (by definition)

rpa� bq � rpaq � rpbq (by p�q)

pr � sqpaq � rpspaqq.

Thus M is a left R-module (indeed a unitary left R-moduleq.

The fundamental operations of M are certainly expressible by polynomial
functions of A. Conversely any n-ary fundamental operation fApx1, . . . , xnq of
A satisfies, for a1, . . . , an P A,

fpa1, . . . , anq � fp0, . . . , 0q � pfpa1, 0, . . . , 0q � fp0, . . . , 0qq

� � � � � pfp0, . . . , anq � fp0, . . . , 0qq.

As

r1 � fApx, 0, . . . , 0q � fAp0, . . . , 0q P R

...

rn � fAp0, . . . , 0, xq � fAp0, . . . , 0q P R
it follows that

fApx1, . . . , xnq � r1px1q � � � � � rnpxnq � fp0, . . . , 0q;

hence each fundamental operation of A is a polynomial of M. This suffices to
show that A and M are polynomially equivalent. l

Actually one only needs to assume V pAq is a congruence-modular in Theorem
13.4 (see (4) or (7) below).
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EXERCISES §13

1. If A belongs to an arithmetical variety, show that ZpAq � ∆A. [Hint: if xa, by P ZpAq
use mpa, b, aq � mpb, b, aq.s

2. Show that xa, by P Zp
±
iPI Aiq iff xapiq, bpiqy P ZpAiq for i P I .

3. If A ¤ B and ZpBq �

∆

B , show ZpAq �

∆

A.

4. If B P HpAq and A is in a congruence-permutable variety, show that ZpAq �

∆

A

implies ZpBq �

∆

B . Conclude that in a congruence-permutable variety all members
A with ZpAq �

∆

A constitute a subvariety.

5. Suppose A is polynomially equivalent to a module. If ppx, y, zq, qpx, y, zq are two
Mal’cev terms for A, show pApx, y, zq � qApx, y, zq.

6. (Freese and McKenzie). Let V be a congruence permutable variety such that ZpAq �

∆

A for every A P V . Let ppx, y, zq be a Mal’cev term for V . Define R by

R � trpx, yq P FV px, yq : rpx, xq � xu.

(Note that if rpx, yq � spx, yq, then rpx, xq � x iff spx, xq � x.q Define the operations
�, ���,�, 0, 1 on R by

rpx, yq � spx, yq � pprpx, yq, y, spx, yqq

rpx, yq ��� spx, yq � rpspx, yq, yq

�rpx, yq � ppy, rpx, yq, yq

0 � y

1 � x.

Verify that R � xR,�, ���,�, 0, 1y is a ring with unity. Next, given an algebra A P V
and n P A, define the operations �,�, 0, pfrqrPR on A by

a� b � ppa, n, bq

�a � ppn, a, nq

0 � n

frpaq � rpa, nq.

Now verify that xA,�,�, 0, pfrqrPRy is a unitary R-module, and it is polynomially
equivalent to A.

§14 Equational Logic and Fully Invariant Congruences

In this section we explore the connections between the identities satisfied by classes
of algebras and fully invariant congruences on the term algebra. Using this, we
can give a complete set of rules for making deductions of identities from identities.
Finally, we show that the possible finite sizes of minimal defining sets of identities
of a variety form a convex set.
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Definition 14.1. A congruence θ on an algebra A is fully invariant if for every
endomorphism α on A,

xa, by P θ ñ xαa, αby P θ.

Let Con F IpAq denote the set of fully invariant congruences on A.

Lemma 14.2. Con F IpAq is closed under arbitrary intersection.

PROOF. (Exercise.) l

Definition 14.3. Given an algebra A and S � A�A let Θ F IpSq denote the least
fully invariant congruence on A containing S. The congruence Θ F IpSq is called
the fully invariant congruence generated by S.

Lemma 14.4. If we are given an algebra A of type F then Θ F I is an algebraic
closure operator on A�A. Indeed, Θ F I is 2-ary.

PROOF. First construct A�A, and then to the fundamental operations of A�A
add the following:

xa, ay for a P A

spxa, byq � xb, ay

tpxa, by, xc, dyq �

#
xa, dy

xa, by

if b � c

otherwise

eσpxa, byq � xσa, σby for σ an endomorphism of A.

Then it is not difficult to verify that θ is a fully invariant congruence on A iff θ is a
subuniverse of the new algebra we have just constructed. Thus Θ F I is an algebraic
closure operator.

To see that Θ F I is 2-ary let us define a new algebra A� by replacing each n-ary
fundamental operation f of A by the set of all unary operations of the form

fpa1, . . . , ai�1, x, ai�1, . . . , anq

where a1, . . . , ai�1, ai�1, . . . , an are elements of A.

Claim. Con A � Con A�.

Clearly θ P Con Añ θ P Con A�. For the converse suppose that θ P Con A�

and f P Fn. Then for
xai, biy P θ, 1 ¤ i ¤ n,

we have @
fpa1, . . . , an�1, anq, fpa1, . . . , an�1, bnq

D
P θ@

fpa1, . . . , an�1, bnq, fpa1, . . . , bn�1, bnq
D
P θ

...@
fpa1, b2, . . . , b2q, fpb1, . . . , bnq

D
P θ;
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hence @
fpa1, . . . , anq, fpb1, . . . , bnq

D
P θ.

Thus
θ P Con A.

If now we go back to the beginning of the proof and use A� instead of A, but
keep the eσ’s the same, it follows that Θ F I is the closure operator Sg of an algebra
all of whose operations are of arity at most 2. Then by 4.2, Θ F I is a 2-ary closure
operator. l

Definition 14.5. Given a set of variables X and a type F , let

τ : IdpXq Ñ T pXq � T pXq

be the bijection defined by

τpp � qq � xp, qy.

Lemma 14.6. For K a class of algebras of type F and X a set of variables,
τpIdKpXqq is a fully invariant congruence on TpXq.

PROOF. As
p � p P IdKpxq for p P T pXq

p � q P IdKpXq ñ q � p P IdKpXq

p � q, q � r P IdKpXq ñ p � r P IdKpXq

it follows that τpIdKpXqq is an equivalence relation on T pXq. Now if

pi � qi P IdKpXq for 1 ¤ i ¤ n

and if f P Fn then it is easily seen that

fpp1, . . . , pnq � fpq1, . . . , qnq P IdKpXq,

so τpIdKpXqq is a congruence relation on TpXq. Next, if α is an endomorphism
of TpXq and

ppx1, . . . , xnq � qpx1, . . . , xnq P IdKpXq

then it is again direct to verify that

ppαx1, . . . , αxnq � qpαx1, . . . , αxnq P IdKpXq;

hence τpIdKpXqq is fully invariant. l

Lemma 14.7. Given a set of variables X and a fully invariant congruence θ on
TpXq we have, for p � q P IdpXq,

TpXq{θ |ù p � q ô xp, qy P θ.

Thus TpXq{θ is free in V pTpXq{θq.
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PROOF. pñq If
p � ppx1, . . . , xnq,

q � qpx1, . . . , xnq
then

TpXq{θ |ù ppx1, . . . , xnq � qpx1, . . . , xnq

ñ ppx1{θ, . . . , xn{θq � qpx1{θ, . . . , xn{θq

ñ ppx1, . . . , xnq{θ � qpx1, . . . , xnq{θ

ñ xppx1, . . . , xnq, qpx1, . . . , xnqy P θ

ñ xp, qy P θ.

pðq Given r1, . . . , rn P T pXq we can find an endomorphism ε of TpXq with

εpxiq � ri, 1 ¤ i ¤ n;

hence

xppx1, . . . , xnq, qpx1, . . . , xnqy P θ

ñ xεppx1, . . . , xnq, εqpx1, . . . , xnqy P θ

ñ xppr1, . . . , rnq, qpr1, . . . , rnqy P θ

ñ ppr1{θ, . . . , rn{θq � qpr1{θ, . . . , rn{θq.

Thus
TpXq{θ |ù p � q.

For the last claim, given p � q P IdpXq,

xp, qy P θ ô TpXq{θ |ù p � q

ô V pTpXq{θq |ù p � q (by 11.3),

so TpXq{θ is free in V pTpXq{θq by 11.4. l

Theorem 14.8. Given a subset Σ of IdpXq, one can find a K such that

Σ � IdKpXq

iff τpΣq is a fully invariant congruence on TpXq.

PROOF. pñq This was proved in 14.6.

pðq Suppose τpΣq is a fully invariant congruence θ. Let K � tTpXq{θu.

Then by 14.7
K |ù p � q ô xp, qy P θ ô p � q P Σ.

Thus Σ � IdKpXq. l

Definition 14.9. A subset Σ of IdpXq is called an equational theory over X if

there is a class of algebras K such that

Σ � IdKpXq.
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Corollary 14.10. The equational theories (of type F ) over X form an algebraic
lattice which is isomorphic to the lattice of fully invariant congruences on TpXq.

PROOF. This follows from 14.4 and 14.8. l

Definition 14.11. Let X be a set of variables and Σ a set of identities of type F
with variables from X . For p, q P T pXq we say

Σ |ù p � q

(read: “Σ yields p � q”, or “Σ implies p � q”) if, given any algebra A,

A |ù Σ implies A |ù p � q.

Theorem 14.12. If Σ is a set of identities over X and p � q is an identity over
X, then

Σ |ù p � q ô xp, qy P Θ F IpτΣq.

PROOF. Suppose
A |ù Σ.

Then as τpIdApXqq is a fully invariant congruence on TpXq by 14.6, we have

Θ F IpτΣq � τ IdApXq;

hence
xp, qy P Θ F IpτΣq ñ A |ù p � q,

so
xp, qy P Θ F IpτΣq ñ Σ |ù p � q.

Conversely, by 14.7
TpXq{Θ F IpτΣq |ù Σ,

so if
Σ |ù p � q

then
TpXq{Θ F IpτΣq |ù p � q;

hence by 14.7,
xp, qy P Θ F IpτΣq. l

In the proof of 14.4 we gave an explicit description of the operations needed
to construct the fully invariant closure Θ F IpSq of a set of ordered pairs S from
an algebra. This will lead to an elegant set of axioms and rules of inference for
working with identities.

Definition 14.13. Given a term p, the subterms of p are recursively defined by:

(1) The term p is a subterm of p.

(2) If fpp1, . . . , pnq is a subterm of p and f P Fn then each pi is a subterm of p.
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Definition 14.14. A set of identities Σ over X is closed under replacement if
given any p � q P Σ and any term r P T pXq, if p occurs as a subterm of r, then
letting s be the result of replacing that occurrence of p by q, we have r � s P Σ.

Definition 14.15. A set of identities Σ over X is closed under substitution if for
each p � q in Σ and for ri P T pXq, if we simultaneously replace every occurrence
of each variable xi in p � q by ri, then the resulting identity is in Σ.

Definition 14.16. If Σ is a set of identities over X, then the deductive closure
DpΣq of Σ is the smallest subset of IdpXq containing Σ such that

p � p P DpΣq for p P T pXq

p � q P DpΣq ñ q � p P DpΣq

p � q, q � r P DpΣq ñ p � r P DpΣq

DpΣq is closed under replacement

DpΣq is closed under substitution.

Theorem 14.17. Given Σ � IdpXq, p � q P IdpXq,

Σ |ù p � q ô p � q P DpΣq.

PROOF. The first three closure properties make τDpΣq into an equivalence relation
containing τΣ, the fourth makes it a congruence, and the last closure property says
τDpΣq is a fully invariant congruence. Thus

τDpΣq � Θ F IpτΣq.

However τ�1Θ F IpτΣq has all five closure properties and contains Σ; hence

τDpΣq � Θ F IpτΣq.

Thus
Σ |ù p � q ô xp, qy P Θ F IpτΣq (by 14.12)

ô p � q P DpΣq.
l

Thus we see that using only the most obvious rules for working with identities
we can derive all possible consequences. From this we can set up the following
equational logic.

Definition 14.18. Let Σ be a set of identities over X . For p � q P IdpXq we say

Σ $ p � q

(read “Σ proves p � q”) if there is a sequence of identities

p1 � q1, . . . , pn � qn

from IdpXq such that each pi � qi belongs to Σ, or is of the form p � p, or is a
result of applying any of the last four closure rules of 14.16 to previous identities
in the sequence, and the last identity pn � qn is p � q. The sequence }
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p1 � q1, . . . , pn � qn is called a formal deduction of p � q, and n is the length of
the deduction.

Theorem 14.19 (Birkhoff: The Completeness Theorem for Equational Logic).
Given Σ � IdpXq and p � q P IdpXq we have

Σ |ù p � q ô Σ $ p � q.

PROOF. Certainly
Σ $ p � q ñ p � q P DpΣq

as we have used only properties under which DpΣq is closed in the construction of
a formal deduction p1 � q1, . . . , pn � qn of p � q.

For the converse of this, first it is obvious that

Σ $ p � q for p � q P Σ

and
Σ $ p � p for p P T pXq.

If
Σ $ p � q

then there is a formal deduction

p1 � q1, . . . , pn � qn

of p � q. But then

p1 � q1, . . . , pn � qn, qn � pn

is a formal deduction of q � p.

If
Σ $ p � q, Σ $ q � r

let
p1 � q1, . . . , pn � qn

be a formal deduction of p � q and let

p1 � q1, . . . , pk � qk

be a formal deduction of q � r. Then

p1 � q1, . . . , pn � qn, p1 � q1, . . . , pk � qk, pn � qk

is a formal deduction of p � r.

If
Σ $ p � q

let
p1 � q1, . . . , pn � qn

be a formal deduction of p � q. Let

rp. . . , p, . . . q
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denote a term with a specific occurrence of the subterm p. Then

p1 � q1, . . . , pn � qn, rp. . . , pn, . . . q � rp. . . , qn, . . . q

is a formal deduction of

rp. . . , p, . . . q � rp. . . , q, . . . q.

Finally, if
Σ $ ppx1, . . . , xnq � qpx1, . . . , xnq,

let
p1 � q1, . . . , pm � qm, p � q

be a formal deduction of ppx1, . . . , xnq � qpx1, . . . , xnq from Σ. Then for terms
r1, . . . , rn,

p1 � q1, . . . , pm � qm, ppx1, . . . , xnq � qpx1, . . . , xnq, ppr1, . . . , rnq � qpr1, . . . , rnq,

is a formal deduction of ppr1, . . . , rnq � qpr1, . . . , rnq from Σ.

Thus
DpΣq � tp � q : Σ $ p � qu;

hence
DpΣq � tp � q : Σ $ p � qu,

so by 14.17
Σ |ù p � q ô Σ $ p � q.

l

The completeness theorem gives us a two-edged sword for tackling the study
of consequences of identities. When using the notion of satisfaction, we look at all
the algebras satisfying a given set of identities, whereas when working with $ we
can use induction arguments on the length of a formal deduction.

EXAMPLES. (1) An identity p � q is balanced if each variable occurs the same
number of times in p as in q. IfΣ is a balanced set of identities then using induction
on the length of a formal deduction we can show that if Σ $ p � q then p � q is
balanced. [This is not at all evident if one works with the notion |ù.]

(2) A famous theorem of Jacobson in ring theory says that if we are given
n ¥ 2, ifΣ is the set of ring axioms plus xn � x, thenΣ |ù x���y � y ���x. However
there is no published routine way of writing out a formal deduction, given n, of
x ��� y � y ��� x. (For special n, such as n � 2, 3, this is a popular exercise.)

Another application of fully invariant congruences in the study of identities is
to show the existence of minimal subvarieties.

Definition 14.20. A variety V is trivial if all algebras in V are trivial. A subclass
W of a variety V which is also a variety is called a subvariety of V . V is a minimal
(or equationally complete) variety if V is not trivial but the only subvariety of V
not equal to V is the trivial variety.
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Theorem 14.21. Let V be a nontrivial variety. Then V contains a minimal
subvariety.

PROOF. Let V � MpΣq, Σ � IdpXq with X infinite (see 11.8). Then IdV pXq
defines V, and as V is nontrivial it follows from 14.6 that τpIdV pXqq is a fully
invariant congruence on TpXq which is not

∆

. As

∆

� Θ F Ipxx, yyq

for any x, y P X with x � y, it follows that

∆

is finitely generated (as a fully
invariant congruence). This allows us to use Zorn’s lemma to extend τpIdV pXqq
to a maximal fully invariant congruence on TpXq, say θ. Then in view of 14.8,
τ�1θ must define a minimal variety which is a subvariety of V . l

EXAMPLE. The variety of lattices has a unique minimal subvariety, the variety
generated by a two-element chain. To see this let V be a minimal subvariety of the
variety of lattices. Let L be a nontrivial lattice in V . As L contains a two-element
sublattice, we can assume L is a two-element lattice. Now V pLq is not trivial, and
V pLq � V, hence V pLq � V . [We shall see in IV§8 Exercise 2 that V is a variety
of all distributive lattices.]

We close this section with a look at an application of Tarski’s irredundant basis
theorem to sizes of minimal defining sets of identities.

Definition 14.22. Given a variety V and a set of variables X let

IrB(IdV pXqq �
 
|Σ| : Σ is a minimal finite set of identities over X defining V

(
.

Theorem 14.23 (Tarski). Given a variety V and a set of variablesX , IrB(IdV pXqq
is a convex set.

PROOF. For Σ � IdV pXq, Σ |ù IdV pXq implies

Θ F IpτΣq � τ IdV pXq.

As Θ F I is 2-ary by 14.4, from 4.4 we have the result. l
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EXERCISES §14

1. Show that the fully invariant congruences on an algebra A form a complete sublattice
of Con A.

2. Show that every variety of mono-unary algebras is defined by a single identity.
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3. Verify the claim that consequences of balanced identities are again balanced.

4. Given a type F and a maximal fully invariant congruence θ on Tpx, yq show that
V pTpx, yq{θq is a minimal variety, and every minimal variety is of this form.

5. If V is a minimal variety of groups show that FV pxq is nontrivial, hence V �
V pFV pxqq. Determine all minimal varieties of groups.

6. Determine all minimal varieties of semigroups.

7. If ppxq is a term and Σ is a set of identities such that Σ |ù ppxq � x and Σ |ù ppxq �
ppyq, show that Σ |ù x � y; hence MpΣq is a trivial variety.

8. Let f, g be two unary operation symbols. Let N be the set of natural numbers, and for
I � N let

ΣI � tfgfng2pxq � x : n P Iu Y tfgfng2pxq � fgfng2pyq : n R Iu.

Show that MpΣIq is not a trivial variety, but for I � J, MpΣIq XMpΣJq is trivial.
Conclude that there are 2ω minimal varieties of bi-unary algebras, that is, algebras with
two fundamental operations, both unary; hence some variety of bi-unary algebras is not
defined by a finite set of identities.

9. Suppose a variety V is defined by an infinite minimal set of identities. Show that V is a
subvariety of at least continuum many varieties.

10. (The compactness theorem for equational logic) If a variety V is defined by a finite set
of identities, then for any other set Σ of identities defining V show that there is a finite
subset Σ0 of Σ which defines V .

11. Given Σ � IdpXq let an elementary deduction from Σ be one of the form

rp. . . , εp, . . . q � rp. . . , εq, . . . q,

which is an identity obtained from p � q, where p � q or q � p P Σ, by first
substituting for some variable x the term εp, where ε is an endomorphism of TpXq,
and then replacing some occurrence of εp in a term by εq. Show that DpΣq is the set
of r � s such that r � s or there exist elementary deductions ri � si, 1 ¤ i ¤ n, with
r � r1, si � ri�1, 1 ¤ i   n, and sn � s, provided X is infinite.

12. Write out a formal deduction of x ��� y � y ��� x from the ring axioms plus x ��� x � x.



Chapter III

Selected Topics

Now that we have covered the most basic aspects of universal algebra, let us take
a brief look at how universal algebra relates to two other popular areas of mathe-
matics. First we discuss two topics from combinatorics which can conveniently be
regarded as algebraic systems, namely Steiner triple systems and mutually orthogo-
nal Latin squares. In particular we will show how to refute Euler’s conjecture. Then
we treat finite state acceptors as partial unary algebras and look at the languages
they accept—this will include the famous Kleene theorem on regular languages.

§1 Steiner Triple Systems, Squags, and Sloops

Definition 1.1. A Steiner triple system on a set A is a family S of three-element
subsets of A such that each pair of distinct elements from A is contained in exactly
one member of S . |A| is called the order of the Steiner triple system.

If |A| � 1 then S � Ø, and if |A| � 3 then S � tAu. Of course there are no
Steiner triple systems on A if |A| � 2. The following result gives some constraints
on |A| and |S |. (Actually they are the best possible, but we will not prove this
fact.)

Theorem 1.2. If S is a Steiner triple system on a finite set A, then

(a) |S | � |A| ��������� p|A| � 1q{6

(b) |A| � 1 or 3 pmod 6q.

99
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PROOF. For (a) note that each member of S contains three distinct pairs of
elements of A, and as each pair of elements appears in only one member of S , it
follows that the number of pairs of elements from A is exactly 3|S |, i.e.,

�
|A|
2



� 3|S |.

To show that (b) holds, fix a P A and let T1, . . . , Tk be the members of S
to which a belongs. Then the doubletons T1 � tau, . . . , Tk � tau are mutually
disjoint as no pair of elements of A is contained in two distinct triples of S ; and
A� tau � pT1 � tauq Y � � � Y pTk � tauq as each member of A� tau is in some
triple along with the element a. Thus 2

��|A| � 1, so |A| � 1 pmod 2q. From (a) we
see that |A| � 0 or 1 pmod 3q; hence we have |A| � 1 or 3 pmod 6q. l

Thus after |A| � 3 the next possible size |A| is 7. Figure 20 shows a Steiner
triple system of order 7, where we require that three numbers be in a triple iff they
lie on one of the lines drawn or on the circle. The reader will quickly convince
himself that this is the only Steiner triple system of order 7 (up to a relabelling of
the elements).

Are there some easy ways to construct new Steiner triple systems from old
ones? If we convert to an algebraic system it will become evident that our standard
constructions in universal algebra apply. A natural way of introducing a binary
operation � on A is to require

a ��� b � c if ta, b, cu P S . (�)

Unfortunately this leaves a ��� a undefined. We conveniently get around this by
defining

a ��� a � a. (��)

1

2

3
4

5

6

7

Figure 20
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Although the associative law for ��� fails already in the system of order 3,
nonetheless we have the identities

(Sq1) x ��� x � x

(Sq2) x ��� y � y ��� x

(Sq3) x ��� px ��� yq � y.

Definition 1.3. A groupoid satisfying the identities (Sq1)–(Sq3) above is called a
squag (or Steiner quasigroup).

Now we will show that the variety of squags precisely captures the Steiner
triple systems.

Theorem 1.4. If xA, ���y is a squag define S to be the set of three-element subsets
ta, b, cu of A such that the product of any two elements gives the third. Then S is
a Steiner triple system on A.

PROOF. Suppose a ��� b � c holds. Then

a ��� pa ��� bq � a ��� c,

so by (Sq3)
b � a ��� c.

Continuing, we see that the product of any two of a, b, c gives the third. Thus
in view of (Sq1), if any two are equal, all three are equal. Consequently for any
two distinct elements of A there is a unique third element (distinct from the two)
such that the product of any two gives the third. Thus S is indeed a Steiner triple
system on A. l

Another approach to converting a Steiner triple system S on A to an algebra
is to adjoin a new element, called 1, and replace p��q by

a ��� a � 1 (��1)

a ��� 1 � 1 ��� a � a. (��2)

This leads to a groupoid with identity xAY t1u, ���, 1y satisfying the identities

(S`1) x ��� x � 1

(S`2) x ��� y � y ��� x

(S`3) x ��� px ��� yq � y.

Definition 1.5. A groupoid with a distinguished element xA, ���, 1y is called a sloop
(or Steiner loop) if the identities (S`1)–(S`3) hold.

Theorem 1.6. If xA, ���, 1y is a sloop and |A| ¥ 2, define S to be the three-element
subsets of A � t1u such that the product of any two distinct elements gives the
third. Then S is a Steiner triple system on A� t1u.

PROOF. (Similar to 1.4.) l
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§2 Quasigroups, Loops, and Latin Squares

A quasigroup is usually defined to be a groupoid xA, ���y such that for any elements
a, b P A there are unique elements c, d satisfying

a ��� c � b

d ��� a � b.

The definition of quasigroups we adopted in II§1 has two extra binary operations z
and {, left division and right division respectively, which allow us to consider quasi-
groups as an equational class. Recall that the axioms for quasigroups xA, {, ���, zy
are given by

xzpx ��� yq � y px ��� yq{y � x

x ��� pxzyq � y px{yq ��� y � x.

To convert a quasigroup xA, ���y in the usual definition to one in our definition
let a{b be the unique solution c of c ��� b � a, and let azb be the unique solution
d of a ��� d � b. The four equations above are then easily verified. Conversely,
given a quasigroup xA, {, ���, zy by our definition and a, b P A, suppose c is such
that a ��� c � b. Then azpa ��� cq � azb; hence c � azb, so only one such c is possible.
However, a ��� pazbq � b, so there is one such c. Similarly, we can show that there
is exactly one d such that d ��� a � b, namely d � b{a. Thus the two definitions of
quasigroups are, in an obvious manner, equivalent.

A loop is usually defined to be a quasigroup with an identity element xA, ���, 1y.
In our definition we have an algebra xA, {, ���, z, 1y; and such loops form an equa-
tional class.

Returning to a Steiner triple system S on A we see that the associated squag
xA, ���y is indeed a quasigroup, for if a ��� c � b then a ��� pa ��� cq � a ��� b, so c � a ��� b,
and furthermore a ��� pa ��� bq � b ; hence if we are given a, b there is a unique c such
that a ��� c � b. Similarly, there is a unique d such that d ��� a � b. In the case of
squags we do not need to introduce the additional operations { and z to obtain an
equational class, for in this case {, z and ��� are all the same. Squags are sometimes
called idempotent totally symmetric quasigroups.

Given any finite groupoid xA, ���y we can write out the multiplication table of
xA, ���y in a square array, giving the Cayley table of xA, ���y (see Figure 21).

a

b

a b....

..
.

.

Figure 21
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If we are given the Cayley table for a finite groupoid xA, ���y, it is quite easy to check
whether or not xA, ���y is actually a quasigroup.

Theorem 2.1. A finite groupoid A is a quasigroup iff every element of A appears
exactly once in each row and in each column of the Cayley table of xA, ���y.

PROOF. If we are given a, b P A, then there is exactly one c satisfying a ��� c � b
iff b occurs exactly once in the ath row of the Cayley table of xA, ���y; and there is
exactly one d such that d ��� a � b iff b occurs exactly once in the ath column of the
Cayley table. l

Definition 2.2. A Latin square of order n is an n�nmatrix paijq of elements
from an n element set A such that each member of A occurs exactly once in each
row and each column of the matrix. (See Figure 22 for a Latin square of order 4.)

a

d

b c d

c a b

b a d c

c d b a

Figure 22

From Theorem 2.1 it is clear that Latin squares are in an obvious one-to-one
correspondence with quasigroups by using Cayley tables.
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§3 Orthogonal Latin Squares

Definition 3.1. If paijq and pbijq are two Latin squares of order n with entries
from a set A with the property that for each xa, by P A � A there is exactly
one index ij such that xa, by � xaij , bijy, then we say that paijq and pbijq are
orthogonal Latin squares.

Figure 23 shows an example of orthogonal Latin squares of order 3. In the late
1700’s Euler was asked if there were orthogonal Latin squares of }
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a b c

b c a

c a b

a b c

c a b

b c a

Figure 23

order 6. Euler conjectured: if n � 2 pmod 4q then there do not exist orthogonal
Latin squares of order n. However he was unable to prove even a single case
of this conjecture for n ¡ 2. In 1900 Tarry verified the conjecture for n � 6
(this is perhaps surprising if one considers that there are more than 800 million
Latin squares on a set of six elements). Later Macneish gave a construction of
orthogonal Latin squares of all orders n where n � 2 pmod 4q. Then in 1959–60,
Bose, Parker, and Shrikhande showed that n � 2, 6 are the only values for which
Euler’s conjecture is actually true! Following the elegant presentation of Evans we
will show, by converting orthogonal Latin squares into algebras, how to construct a
pair of orthogonal Latin squares of order 54, giving a counterexample to Euler’s
conjecture.

In view of §2, two orthogonal Latin squares on a set A correspond to two
quasigroups xA, {, ���, zy and xA, �{, �, �zy such that the map xa, by ÞÑ xa ��� b, a � by is
a permutation of A � A. For a finite set A this will be a bijection iff there exist
functions �` and �r from A�A to A such that

�`pa ��� b, a � bq � a

�rpa ��� b, a � bq � b.

Thus we are led to the following algebraic structures.

Definition 3.2 (Evans). A pair of orthogonal Latin squares is an algebra

xA, {, ���, z, �{, �, �z, �`, �ry

with eight binary operations such that

(i) xA, {, ���, zy is a quasigroup
(ii) xA, �{, �, �zy is a quasigroup

(iii) �`px ��� y, x � yq � x

(iv) �rpx ��� y, x � yq � y.

The order of such an algebra is the cardinality of its universe. Let POLS be the
variety of pairs of orthogonal Latin squares.

Now let us show how to construct a pair of orthogonal Latin squares of order n
for any n which is not congruent to 2 pmod 4q.

Lemma 3.3. If q is a prime power and q ¥ 3, then there is a member of POLS of
order q.
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PROOF. Let xK,�, ���y be a finite field of order q, and let e1, e2 be two distinct
nonzero elements of K. Then define two binary operations l1 and l2 on K by

a li b � ei ��� a� b.

Note that the two groupoids xK, l1y and xK, l2y are actually quasigroups, for
a li c � b holds iff c � b� ei ��� a, and d li a � b holds iff d � e�1

i ��� pb� aq. Also
we have that

xa l1 b, a l2 by � xc l1 d, c l2 dy

implies
e1 ��� a� b � e1 ��� c� d

e2 ��� a� b � e2 ��� c� d ;

hence
e1 ��� pa� cq � d� b

e2 ��� pa� cq � d� b
and thus, as e1 � e2,

a � c and b � d.

Thus the Cayley tables of xK, l1 y and xK, l2 y give rise to orthogonal Latin
squares of order q. l

Theorem 3.4. If n � 0, 1, or 3 pmod 4q, then there is a pair of orthogonal Latin
squares of order n.

PROOF. Note that n � 0, 1 or 3 pmod 4q iff n � 2αpα1
1 � � � pαkk with α � 1, αi ¥ 1,

and each pi is an odd prime. The case n � 1 is trivial, and for n ¥ 3 use 3.3 to
construct A0,A1, . . . ,Ak in POLS of order 2α, pα1

1 , . . . , pαkk respectively. Then
A0 �A1 � � � � �Ak is the desired algebra. l

To refute Euler’s conjecture we need to be more clever.

Definition 3.5. An algebra A � xA,F y is a binary algebra if each of the
fundamental operations is binary. A binary algebra A � xA,F y is idempotent if

fpx, xq � x

holds in A for each function symbol f .

Definition 3.6. Let IPOLS be the variety of idempotent algebras in POLS.

Our goal is to show that there is an idempotent pair of orthogonal Latin squares
of order 54. We construct this algebra by using a block design obtained from the
projective plane of order 7 to paste together some small members of IPOLS which
come from finite fields.
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Definition 3.7. A variety V of algebras is binary idempotent if

(i) the members of V are binary idempotent algebras, and
(ii) V can be defined by identities involving at most two variables.

Note that IPOLS is a binary idempotent variety.

Definition 3.8. A 2-design is a tuple xB,B1, . . . , Bky where

(i) B is a finite set,
(ii) each Bi is a subset of B (called a block),

(iii) |Bi| ¥ 2 for all i, and
(iv) each two-element subset of B is contained in exactly one block.

The crucial idea is contained in the following.

Lemma 3.9. Let V be a binary idempotent variety and let xB,B1, . . . , Bky be a
2-design. Let n � |B|, ni � |Bi|. If V has members of size ni, 1 ¤ i ¤ k, then
V has a member of size n.

PROOF. Let Ai P V with |Ai| � ni. We can assume Ai � Bi. Then for each
binary function symbol f in the type of V we can find a binary function fB on B
such that when we restrict fB toBi it agrees with fAi (essentially we let fB be the
union of the fAiq. As V can be defined by two variable identities ppx, yq � qpx, yq
which hold on each Ai, it follows that we have constructed an algebra B in V with
|B| � n. l

Lemma 3.10 . If q is a prime power and q ¥ 4, then there is a member of IPOLS
of size q. In particular, there are members of sizes 5, 7, and 8.

PROOF. Again let K be a field of order q, let e1, e2 be two distinct elements of
K � t0, 1u, and define two binary operations l1, l2 on K by

a li b � ei ��� a� p1� eiq ��� b.

We leave it to the reader to verify that the Cayley tables of xK, l1y and xK, l2y
give rise to an idempotent pair of orthogonal Latin squares. l

Now we need a construction from finite projective geometry. Given a finite
field F of cardinality n we form a projective plane Pn of order n by letting the
points be the 1-dimensional subspaces U of the vector space F 3, and by letting the
lines be the 2-dimensional subspaces V of F 3. A point U belongs to a line V if
U � V . One can readily verify that every line of Pn has n� 1 points, and every
point of Pn belongs to n� 1 lines; and there are n2�n� 1 points and n2�n� 1
lines. Furthermore, any two distinct points belong to exactly one line and any two
distinct lines meet in exactly one point.
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Lemma 3.11. There is a 2-design xB,B1, . . . , Bky with |B| � 54 and |Bi| P
t5, 7, 8u for 1 ¤ i ¤ k.

PROOF. Let π be the projective plane of order 7. This has 57 points and each line
contains 8 points. Choose three points on one line and remove them. Let B be the
set of the remaining 54 points, and let the Bi be the sets obtained by intersecting
the lines of π with B. Then xB,B1, . . . , Bky is easily seen to be a 2-design since
each pair of points from B lies on a unique line of π, and |Bi| P t5, 7, 8u. l

Theorem 3.12. There is an idempotent pair of orthogonal Latin squares of order 54.

PROOF. Just combine 3.9, 3.10, and 3.11. l
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§4 Finite State Acceptors

In 1943 McCulloch and Pitts developed a model of nerve nets which was later
formalized as various types of finite state machines. The idea is quite simple.
One considers the nervous system as a finite collection of internal neurons and
sensory neurons and considers time as divided into suitably small subintervals
such that in each subinterval each neuron either fires once or is inactive. The firing
of a given neuron during any one subinterval will send impulses to certain other
internal neurons during that subinterval. Such impulses are either activating or
deactivating. If an internal neuron receives sufficiently many (the threshold of the
neuron) activating impulses and no deactivating impulses in a given subinterval,
then it fires during the next subinterval of time. The sensory neurons can only
be excited to fire by external stimuli. In any given subinterval of time, the state
of the network of internal neurons is defined by noting which neurons are firing
and which are not, and the input during any given subinterval to the network is
determined by which sensory neurons are firing and which are not. We call an input
during a subinterval of time a letter, the totality of letters constituting the alphabet.
A sequence of inputs (in consecutive subintervals) is a word. A word is accepted
(or recognized) by the neural network if after the sensory neurons proceed through
the sequence of inputs given by the letters of the word, the internal neurons at some
specified number of subintervals later are in some one of the so-called accepting
states.
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In his 1956 paper, Kleene analyzed the possibilities for the set of all words
which could be accepted by a neural network and showed that they are precisely the
regular languages. Later Myhill showed the connection between these languages
and certain congruences on the monoid of words. Let us now abstract from the
nerve nets, where we consider the states as points and the letters of the alphabet as
functions acting on the states, i.e., if we are in a given state and read a given letter,
the resulting state describes the action of the letter on the given state.

Definition 4.1. A finite state acceptor (abbreviated f.s.a.) of type F (where the
type is finite with unary symbols) is a 4-tuple A � xA,F, a0, A0y, where xA,F y
is a finite unary algebra of type F , a0 P A, and A0 � A. The set A is the set of
states of A, a0 is the initial state, and A0 is the set of final states.

Definition 4.2. If we are given a finite type F of unary algebras, let xF �, ���, 1y
be the monoid of strings on F . Given a string w P F �, an f.s.a. A of type F ,
and an element a P A, let wpaq be the element resulting from applying the “term”
wpxq to a; for example if w � fg then wpaq � fpgpaqq, and 1paq � a.

Definition 4.3. A language of type F is a subset of F �. A string w from F � is
accepted by an f.s.a. A � xA,F, a0, A0y of type F if wpa0q P A0. The language
accepted by A, written L pAq, is the set of strings from F � accepted by A.
(“Language” has a different meaning in this section from that given in II§1.)

Definition 4.4. Given languages L,L1, and L2 of type F let

L1 ��� L2 � tw1 ��� w2 : w1 P L1, w2 P L2u, and

L� � the subuniverse of xF �, ���, 1y generated by L.

The set of regular languages of type F is the smallest collection of subsets of F �

which contains the singleton languages tfu, f P F Y t1u, and is closed under the
set-theoretic operations, Y,X, 1, and the operations ��� and � defined above.

To prove that the languages accepted by f.s.a.’s form precisely the class of
regular languages it is convenient to introduce partial algebras.

Definition 4.5. A partial unary algebra of type F is a pair xA,F y where F is a
family of partially defined unary functions on A indexed by F , i.e., the domain
and range of each function f are contained in A.

Definition 4.6. A partial finite state acceptor (partial f.s.a.) A � xA,F, a0, A0y
of type F has the same definition as an f.s.a. of type F , except that we only
require that xA,F y be a partial unary algebra of type F . Also the }
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language accepted by A, L pAq, is defined as in 4.3. (Note that for a given
w P F �, wpaq might not be defined for some a P A.q

Lemma 4.7. Every language accepted by a partial f.s.a. is accepted by some f.s.a.

PROOF. Given a partial f.s.a. A � xA,F, a0, A0y choose b R A and let B �
A Y tbu. For f P F and a P A Y tbu, if fpaq is not defined in A let fpaq � b.
This gives an f.s.a. which accepts the same language as A. l

Definition 4.8. If xA,F, a0, A0y is a partial f.s.a. then, for a P A and w P F �,
the range of w applied to a, written Rgpw, aq, is the set 

fnpaq, fn�1fnpaq, . . . , f1 � � � fnpaq
(

where w � f1 � � � fn; and it is tau if w � 1.

Lemma 4.9. The language accepted by any f.s.a. is regular.

PROOF. Let L be the language of the partial f.s.a. A � xA,F, a0, A0y. We will
prove the lemma by induction on |A|. First note that Ø is a regular language as
Ø � tfu X tfu1 for any f P F . For the ground case suppose |A| � 1. If A0 � Ø
then L pAq � Ø, a regular language. If A0 � ta0u let

G � tf P F : fpa0q is definedu.
Then

L pAq � G � �
� ¤
fPG

tfu
	�
,

also a regular language.

For the induction step assume that |A| ¡ 1, and for any partial f.s.a. B �
xB,F, b0, B0y with |B|   |A| the language L pBq is regular. If A0 � Ø, then,
as before, L pAq � Ø, a regular language. So assume A0 � Ø. The crux of the
proof is to decompose any acceptable word into a product of words which one
can visualize as giving a sequence of cycles when applied to a0, followed by a
noncycle, mapping from a0 to a member of A0 if a0 R A0. Let

C �
 
xf1, f2y P F �F : f1wf2pa0q � a0 for some w P F �,

f2pa0q � a0, and Rgpw; f2pa0qq � A� ta0u
(

which we picture as in Figure 24. Now, for xf1, f2y P C let

Cf1f2 �
 
w P F � : f1wf2pa0q � a0, Rgpw; f2pa0qq � A� ta0u

(
.

Then Cf1f2 is the language accepted by@
A� ta0u, F, f2pa0q, f

�1
1 pa0q � ta0u

D
;
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Figure 24

hence, by the induction hypothesis, Cf1f2 is regular. Let

H �
 
f P F : fpa0q � a0

(
Y t1u

and
D �

 
f P F : fpa0q � a0

(
.

For f P D let

Ef �
 
w P F � : wfpa0q P A0, Rgpw, fpa0qq � A� ta0u

(
.

We see that Ef is the language accepted by@
A� ta0u, F, fpa0q, A0 � ta0u

D
;

hence by the induction hypothesis, it is also regular. Let

E �

$'&'%
�
fPD

Ef ��� tfu if a0 R A0� �
fPD

Ef ��� tfu
	
Y t1u if a0 P A0.

Then
L � E ���

�
H Y

¤
xf1,f2yPC

tf1u ��� Cf1f2 ��� tf2u
	�
,

a regular language. l

Definition 4.10. Given a type F and t R F let the deletion homomorphism

δt : pF Y ttuq� Ñ F �

be the homomorphism defined by

δtpfq � f for f P F

δtptq � 1.

Lemma 4.11. If L is a language of type F Y ttu, where t R F , which is also the
language accepted by some f.s.a., then δtpLq is a language of type F which is the
language accepted by some f.s.a.
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PROOF. Let A � xA,F Y ttu, a0, A0y be an f.s.a. with L pAq � L. For w P F �

define
Sw �

 
wpa0q : w P pF Y ttuq�, δtpwq � w

(
and let

B � tSw : w P F �u.

This is of course finite as A is finite. For f P F define

fpSwq � Sfw.

This makes sense as Sfw depends only on Sw, not on w. Next let

b0 � S1,

and let
B0 � tSw : Sw XA0 � Øu.

Then
xB,F, b0, B0y accepts w

iff wpS1q P B0

iff Sw XA0 � Ø

iff wpa0q P A0 for some w P δ�1
t pwq

iff w P L for some w P δ�1
t pwq

iff w P δtpLq. l

Theorem 4.12 (Kleene). Let L be a language. Then L is the language accepted
by some f.s.a. iff L is regular.

PROOF. We have already proved pñq in 4.9. For the converse we proceed by
induction. If L � tfu then we can use the partial f.s.a. in Figure 25, where all
functions not drawn are undefined, and A0 � tau. If L � t1u use A � A0 � ta0u
with all f ’s undefined.

Next suppose L1 is the language of xA,F, a0, A0y and L2 is the language
of xB,F, b0, B0y. Then L1 X L2 is the language of

@
A � B,F, xa0, b0y, A0 �

B0

D
, where fpxa, byq is defined to be xfpaq, fpbqy; and L11 is the language of

xA,F, a0, A�A0y (we are assuming xA,F, a0, A0y is an f.s.a.). Combining these
we see by De Morgan’s law that L1 Y L2 is the language of a suitable f.s.a.

To handle L1 ��� L2 we first expand our type to F Y ttu. Then mapping each
member of B0 to the input of a copy of A as in Figure 26 we see that L1 ��� ttu ��� L2

is the language of some f.s.a.; hence if we use 4.11 it follows that L1 ��� L2 is the
language of some f.s.a.

f
a a

0

Figure 25
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Similarly for L�1 , let t map each element of A0 to a0 as in Figure 27. Then
pL1 ��� ttuq

� ��� L1 is the language of this partial f.s.a.; hence

L�1 � δt
�
pL1 ��� ttuq

� ��� L1 Y t1u
�

is the language of some f.s.a. This proves Kleene’s theorem. l

A

A

a

t

0

0

Figure 27

Another approach to characterizing languages accepted by f.s.a.’s of type F
uses congruences on xF �, ���, 1y.

Definition 4.13. Let τ be the mapping from F � to T pxq, the set of terms of type
F over x, defined by τpwq � wpxq.

Lemma 4.14. The mapping τ is an isomorphism between the monoid xF �, ���, 1y
and the monoid xT pxq, �, xy, where � is “composition.”

PROOF. (Exercise.) l
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Definition 4.15. For θ P ConxF �, ���, 1y let

θpxq �
 
xw1pxq, w2pxqy : xw1, w2y P θ

(
.

Lemma 4.16. The map θ ÞÑ θpxq is a lattice isomorphism from the lattice of
congruences on xF �, ���, 1y to the lattice of fully invariant congruences on Tpxq.
pSee II§14.)

PROOF. Suppose θ P ConxF �, ���, 1y and xw1, w2y P θ. Then for u P F �,
xuw1, uw2y P θ suffices to show that θpxq is a congruence on Tpxq, and xw1u,w2uy P
θ shows that θpxq is fully invariant. The remaining details are left to the reader.l

Lemma 4.17. If L is a language of type F accepted by some f.s.a., then there is
a θ P ConxF �, ���, 1y such that θ is of finite index pi.e., xF �, ���, 1y{θ is finiteq and
Lθ � L psee II§6.16), i.e., L is a union of cosets of θ.

PROOF. Choose A an f.s.a. of type F such that L pAq � L. Let FApxq be the
free algebra freely generated by x in the variety V pxA,F yq. Let

α : Tpxq Ñ FApxq

be the natural homomorphism defined by αpxq � x, and let

β : FApxq Ñ xA,F y

be the homomorphism defined by βpxq � a0. Then, with

Lpxq � twpxq : w P Lu,

Lpxq � α�1β�1pA0q

�
¤

pPβ�1pA0q

p{ kerα;

hence

Lpxq � Lpxqkerα.

As kerα is a fully invariant congruence on Tpxq we have kerα � θpxq for some
θ P ConxF �, ���, 1y. Thus

Lpxq � Lpxqθpxq;
hence

L � Lθ.

As kerα is of finite index, it follows that θ is also of finite index. l

Theorem 4.18 (Myhill). Let L be a language of type F . Then L is the language
of some f.s.a. iff there is a θ P ConxF �, ���, 1y of finite index such that Lθ � L.
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PROOF. pñq This was handled in 4.17.

pðq Suppose θ is a congruence of finite index on F � such that Lθ � L. Let

A � tw{θ : w P F �u

fpw{θq � fw{θ for f P F

a0 � 1{θ

A0 � tw{θ : w P Lu.

Then
xA,F, a0, A0y accepts w

iff wp1{θq P A0

iff w{θ P A0

iff w{θ � u{θ for some u P L

iff w P L. l

Definition 4.19. Given a language L of type F define the binary relation �L on
F � by

w1 �L w2 iff puw1v P Lô uw2v P L for u, v P F �q.

Lemma 4.20. If we are given L, a language of type F , then �L is the largest
congruence θ on xF �, ���, 1y such that Lθ � L.

PROOF. SupposeLθ � L. Then for xw1, w2y P θ and u, v P F �, xuw1v, uw2vy P
θ ; hence uw1v P L ô uw2v P L as uw1v{θ � uw2v{θ and L �

�
wPLw{θ.

Thus θ � �L.

Next �L is easily seen to be an equivalence relation on F �. If w1 �L w2 and
t1 �L t2 then for u, v P F �,

uw1t1v P L

iff uw1t2v P L

iff uw2t2v P L ;
hence

w1t1 �L w2t2 ,

so �L is indeed a congruence on xF �, ���, 1y.

If now w P L and w �L t then

1 ��� w ��� 1 P Lô 1 ��� t ��� 1 P L

implies t P L; hence w{ �L � L. Thus L�L � L. l

Definition 4.21. If we are given a language L of type F , then the syntactic
monoid ML of L is defined by

ML � xF
�, ���, 1y{ �L .
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Theorem 4.22. A language L is accepted by some f.s.a. iff ML is finite.

PROOF. Just combine 4.18 and 4.20. l
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Chapter IV

Starting from Boolean Algebras . . .

Boole ignited a deep and sustained interest in the algebra of logic with his books
of 1847 and 1854. Within a decade after Boole’s work the algebra of logic shifted
clearly towards our modern Boolean algebra. A major breakthrough was the duality
between Boolean algebras and Boolean spaces discovered by Stone in the mid
1930’s. Stone also proved that Boolean algebras and Boolean rings are essentially
the same in that one can convert via terms from one to the other. Following
Stone’s papers numerous results appeared which generalized or used his results
to obtain structure theorems—these include the work of Montgomery and McCoy
(rings), Rosenbloom (Post algebras), Arens and Kaplansky (rings), Foster (Boolean
powers), Foster and Pixley (various notions of primality), Dauns and Hofmann
(biregular rings), Pierce (rings), Comer (cylindric algebras and general algebras),
and Bulman-Fleming, Keimel, and Werner (discriminator varieties).

Since every Boolean algebra can be represented as a field of sets, the class of
Boolean algebras is sometimes regarded as being rather uncomplicated. However,
when one starts to look at basic questions concerning decidability, rigidity, direct
products, etc., they are associated with some of the most challenging results.
Our major goal in this chapter will be representation theorems based on Boolean
algebras, with some fascinating digressions.

§1 Boolean Algebras

Let us repeat our definition from II§1.

Definition 1.1. A Boolean algebra is an algebra xB,_,^, 1, 0, 1y with two bi-
nary operations, one unary operation (called complementation), and two nullary
operations which satisfies:

116
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B1: xB,_,^y is a distributive lattice
B2: x^ 0 � 0, x_ 1 � 1
B3: x^ x1 � 0, x_ x1 � 1.

Thus Boolean algebras form an equational class, and hence a variety. Some
useful properties of Boolean algebras follow.

Lemma 1.2. Let B be a Boolean algebra. Then B satisfies

B4: a^ b � 0 and a_ b � 1 imply a � b1

B5: px1q1 � x
B6: px_ yq1 � x1 ^ y1, px^ yq1 � x1 _ y1 (DeMorgan’s Laws).

PROOF. If
a^ b � 0

then
a1 � a1 _ pa^ bq

� pa1 _ aq ^ pa1 _ bq

� 1^ pa1 _ bq

� a1 _ b;

hence a1 ¥ b; and if
a_ b � 1

then
a1 � a1 ^ pa_ bq

� pa1 ^ aq _ pa1 ^ bq

� 0_ pa1 ^ bq

� a1 ^ b.

Thus a1 ¤ b; hence
b � a1.

This proves B4.

Now
a1 ^ a � 0 and a1 _ a � 1;

hence
a � pa1q1

by B4, so B5 is established. Finally

px_ yq _ px1 ^ y1q � x_ ry _ px1 ^ y1qs

� x_ rpy _ x1q ^ py _ y1qs

� x_ y _ x1

� 1
and

px_ yq ^ px1 ^ y1q � rx^ px1 ^ y1qs _ ry ^ px1 ^ y1qs

� 0_ 0

� 0.
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Thus by B4
x1 ^ y1 � px_ yq1.

Similarly (interchanging _ and ^, 0 and 1q, we establish

x1 _ y1 � px^ yq1.

Perhaps the best known Boolean algebras are the following.

Definition 1.3. Let X be a set. The Boolean algebra of subsets of X, SupXq,
has as its universe SupXq and as operations Y,X, 1,Ø, X . The Boolean algebra 2
is given by x2,_,^, 1, 0, 1y where x2,_,^y is a two element lattice with 0   1,
and where 01 � 1, 11 � 0; also 1 � xtØu,_,^, 1,Ø,Øy.

It is an easy exercise to see that if |X| � 1 then SupXq � 2; and SupØq � 1.

Lemma 1.4. Let X be a set. Then SupXq � 2X .

PROOF. Let α : SupXq Ñ 2X be such that

αpY qpxq � 1 iff x P Y.

Then α is a bijection, and both α and α�1 are order-preserving maps between
xSupXq,�y and x2X ,¤y; hence we have a lattice isomorphism. Also for Y � X

αpY 1qpxq � 1 iff x R Y

iff αpY qpxq � 0;
hence

αpY 1qpxq � pαpY qpxqq1,

so
αpY 1q � pαpY qq1.

As
αpØq � 0 and αpXq � 1

we have an isomorphism. l

Definition 1.5. If B is a Boolean algebra and a P B, let Bæa be the algebra

xr0, as,_,^,� , 0, ay

where r0, as is the interval tx P B : 0 ¤ x ¤ au,_ and ^ are the same as in B
except restricted to r0, as, and b� is defined to be a^ b1 for b P r0, as.

Lemma 1.6. If B is a Boolean algebra and a P B then Bæa is also a Boolean
algebra.
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PROOF. Clearly xr0, as,_,^y is a distributive lattice, as it is a sublattice of
xB,_,^y. For b P r0, as we have

b^ 0 � 0, b_ a � a,

b^ b� � b^ pa^ b1q

� 0,

b_ b� � b_ pa^ b1q

� pa^ bq _ pa^ b1q

� a^ pb_ b1q

� a^ 1

� a.

Thus Bæa is a Boolean algebra. l

Lemma 1.7. If B is a Boolean algebra and a P B then the map

αa : B Ñ Bæa

defined by
αapbq � a^ b

is a surjective homomorphism from B to Bæa.

PROOF. If b, c P B then

αapb_ cq � a^ pb_ cq

� pa^ bq _ pa^ cq

� αapbq _ αapcq,

αapb^ cq � a^ pb^ cq

� pa^ bq ^ pa^ cq

� αapbq ^ αapcq,

αapb
1q � a^ b1

� pa^ a1q _ pa^ b1q

� a^ pa1 _ b1q

� a^ pa^ bq1

� pαapbqq
�,

αap0q � 0 and αap1q � a.

Thus αa is indeed a homomorphism. l

Theorem 1.8. If B is a Boolean algebra and a P B, then

B � Bæa�Bæa1.
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PROOF. Let
α : B Ñ Bæa�Bæa1

be defined by
αpbq � xαapbq, αa1pbqy.

It is easily seen that α is a homomorphism, and for

xb, cy P Bæa�Bæa1

we have
αpb_ cq � xa^ pb_ cq, a1 ^ pb_ cqy

� xb, cy
as

a^ pb_ cq � pa^ bq _ pa^ cq

� b_ 0

� b,
etc. Thus α is surjective. Now if

αpbq � αpcq

for any b, c P B then

a^ b � a^ c and a1 ^ b � a1 ^ c

so
pa^ bq _ pa1 ^ bq � pa^ cq _ pa1 ^ cq;

hence
pa_ a1q ^ b � pa_ a1q ^ c,

and thus
b � c.

This guarantees that α is the desired isomorphism. l

Corollary 1.9 (Stone). 2 is, up to isomorphism, the only directly indecomposable
Boolean algebra which is nontrivial.

PROOF. If B is a Boolean algebra and |B| ¡ 2, let a P B, 0   a   1. Then
0   a1   1, and hence both Bæa and Bæa1 are nontrivial. From 1.8 it follows that
B is not directly indecomposable. l

Corollary 1.10 (Stone) Every finite Boolean algebra is isomorphic to the Boolean
algebra of all subsets of some finite set X .

PROOF. Every finite Boolean algebra B is isomorphic to a direct product of directly
indecomposable Boolean algebras by II§7.10; hence B � 2n for some finite n.
Now 1.4 applies. l

Definition 1.11. A field of subsets of the set X is a subalgebra of SupXq, i.e., a
family of subsets of X closed under union, intersection, and complementation and
containing Ø and X , with the operations of SupXq.
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Corollary 1.12. Every Boolean algebra is isomorphic to a subdirect power of 2;
hence (Stone) every Boolean algebra is isomorphic to a field of sets.

PROOF. The only nontrivial subdirectly irreducible Boolean algebra is 2, in view of
1.9. Thus Birkhoff’s theorem guarantees that for every Boolean algebra B there is
an X and a subdirect embedding α : BÑ 2X ; hence by 1.4 there is an embedding
β : BÑ SupXq. l

Definition 1.13. Let BA be the class of Boolean algebras.

The next result is immediate from 1.12.

Corollary 1.14. BA � V p2q � ISP pSq � IPSpSq, where S � t1,2u.
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EXERCISES §1

1. A subset J of a set I is a cofinite subset of I if I � J is finite. Show that the
collection of finite and cofinite subsets of I form a subuniverse of SupIq.

2. If B1 and B2 are two finite Boolean algebras with |B1| � |B2|, show B1 � B2.

3. Let B be a Boolean algebra. An element b P B is called an atom if b covers 0
(see I§1). Show that an isomorphism between two Boolean algebras maps atoms to
atoms.

4. Show that an infinite free Boolean algebra is atomless (i.e., has no atoms).

5. Show that any two denumerable atomless Boolean algebras are isomorphic. [Hint:
Let B0,B1 be two such Boolean algebras. Given an isomorphism α : B1

0 Ñ B1
1,B

1
i

a finite subalgebra of Bi, and B1
0 ¤ B2

0 ¤ B0 with B2
0 finite, show there is a B2

1

with B1
1 ¤ B2

1 ¤ B1 and an isomorphism β : B2
0 Ñ B2

1 extending α. Iterate this
procedure, alternately choosing the domain from B0, then from B1.s

6. If B is a (nontrivial) finite Boolean algebra, show that the subalgebra of BBB

generated by the projection maps πb : BB Ñ B, where πbpfq � fpbq, has
cardinality 22

|B|

.

7. Let Fpnq denote the free Boolean algebra freely generated by tx1, . . . , xnu. Show
Fpnq � 22n . [Hint: Use Exercise 6 above and II§11 Exercise 5.]

8. If B is a Boolean algebra and a, b P B with a^ b � 0 are such that Bæa � Bæb,
show that there is an automorphism α of B such that αpaq � b and αpbq � a.

9. If A is an algebra such that Con A is a distributive, show that the factor congru-
ences on A form a Boolean lattice which is a sublattice of Con A.

10. Let B be a subalgebra of SupXq. Show that pB � tY � X : pY XZ 1q Y pZ X Y 1q

is finite for some Z P Bu is a subuniverse of SupXq, and pB contains all the atoms
of SupXq.
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11. Given a cardinal κ ¥ ω and a set X show that tY � X : |Y |   κ or |X �Y |   κu
is a subuniverse of SupXq.

The study of cylindric algebras (see II§1) has parallels with the study of
Boolean algebras. Let CAn denote the class of cylindric algebras of dimension
n, and let cpxq be the term c0pc1p. . . pcn�1pxqq . . . qq. We will characterize the
directly indecomposable members of CAn below.

12. Show CAn satisfies the following:

(a) cipxq � 0 Ø x � 0

(b) cipcipxqq � cipxq

(c) x^ cipyq � 0 Ø cipxq ^ y � 0

(d) cipx_ yq � cipxq _ cipyq

(e) cpx_ yq � cpxq _ cpyq

(f) cipcipxq ^ cipyqq � cipxq ^ cipyq

(g) cippcixq
1q � pcixq

1

(h) cipxq ¤ cpxq

(i) cppcxq1q � pcxq1.

13. For A P CAn and a P Awith cpaq � a define Aæa to be the algebra xr0, as,_,^,�,
c0, . . . , cn�1, 0, a, d00^a, . . . , dn�1,n�1^ay, where the operations_,^, c0, . . . , cn�1

are the restrictions of the corresponding operations of A to r0, as, and x� � a^ x1.
Show Aæ a P CAn, and the map α : A Ñ Aæ a defined by αpbq � b ^ a is a
surjective homomorphism from A to Aæa.

14. If A P CAn, a P A, show that cpaq � a implies cpa1q � a1. Hence show that if
cpaq � a then the natural map from A to Aæa�Aæa1 is an isomorphism. Conclude
that A P CAn is directly indecomposable iff it satisfies a � 0 Ñ cpaq � 1 for
a P A.

15. A member of CA1 is called a monadic algebra. Show that the following construc-
tion describes all finite monadic algebras. Given finite Boolean algebras B1, . . . ,Bk

define c0 on each Bi by c0p0q � 0 and c0paq � 1 if a � 0, and let d00 � 1. Call
the resulting monadic algebras B�

i . Now form the product B�
1 � � � � �B�

k .

§2 Boolean Rings

The observation that Boolean algebras could be regarded as rings is due to Stone.

Definition 2.1. A ring R � xR,�, ���,�, 0, 1y is Boolean if R satisfies

x2 � x.

Lemma 2.2. If R is a Boolean ring, then R satisfies

x� x � 0 and x ��� y � y ��� x.

PROOF. Let a, b P R. Then

pa� aq2 � a� a
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implies
a2 � a2 � a2 � a2 � a� a;

hence
a� a� a� a � a� a,

so
a� a � 0.

Thus
R |ù x� x � 0.

Now
pa� bq2 � a� b,

so
a2 � a ��� b� b ��� a� b2 � a� b;

hence
a� a ��� b� b ��� a� b � a� b,

yielding
a ��� b� b ��� a � 0.

As
a ��� b� a ��� b � 0

this says
a ��� b� a ��� b � a ��� b� b ��� a,

so
a ��� b � b ��� a.

Thus
R |ù x ��� y � y ��� x.

l

Theorem 2.3 (Stone). (a) Let B � xB,_,^, 1, 0, 1y be a Boolean algebra. Define
Bb to be the algebra xB,�, ���,�, 0, 1y, where

a� b � pa^ b1q _ pa1 ^ bq

a ��� b � a^ b

�a � a.

Then Bb is a Boolean ring.

(b) Let R � xR,�, ���,�, 0, 1y be a Boolean ring. Define Rb to be the algebra
xR,_,^, 1, 0, 1y where

a_ b � a� b� a ��� b

a^ b � a ��� b

a1 � 1� a.

Then Rb is a Boolean algebra.

(c) Given B and R as above we have Bbb � B, Rbb � R.

PROOF. (a) Let a, b, c P B. Then

(i) a� 0 � pa^ 01q _ pa1 ^ 0q

� a^ 1

� a
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(ii) a� b � pa^ b1q _ pa1 ^ bq

� pb^ a1q _ pb1 ^ aq � b� a

(iii) a� a � pa^ a1q _ pa1 ^ aq � 0

(iv) a� pb� cq �
�
a^ pb� cq1s _ ra1 ^ pb� cq

�
�

 
a^ rpb^ c1q _ pb1 ^ cqs1

(
_
 
a1 ^ rpb^ c1q _ pb1 ^ cqs

(
�

 
a^ rpb1 _ cq ^ pb_ c1qs

(
_
 
pa1 ^ b^ c1q _ pa1 ^ b1 ^ cq

(
�

 
a^ rpb1 ^ c1q _ pc^ bqs

(
_
 
pa1 ^ b^ c1q _ pa1 ^ b1 ^ cq

(
�

�
a^ b1 ^ c1q _ pa^ b^ cq _ pa1 ^ b^ c1q _ pa1 ^ b1 ^ cq

�
�
a^ b^ cq _ pa^ b1 ^ c1q _ pb^ c1 ^ a1q _ pc^ a1 ^ b1q.

The value of this last expression does not change if we permute a, b and c in any
manner; hence c� pa� bq � a� pb� cq, so by (ii) pa� bq � c � a� pb� cq.

(v) a ��� 1 � 1 ��� a � a

(vi) a ��� pb ��� cq � a^ pb^ cq

� pa^ bq ^ c � pa ��� bq ��� c

(vii) a ��� pb� cq � a^ rpb^ c1q _ pb1 ^ cqs

� pa^ b^ c1q _ pa^ b1 ^ cq
and

pa ��� bq � pa ��� cq � rpa^ bq ^ pa^ cq1s _ rpa^ bq1 ^ pa^ cqs

� rpa^ bq ^ pa1 _ c1qs _ rpa1 _ b1q ^ pa^ cqs

� pa^ b^ c1q _ pb1 ^ a^ cq,
so

a ��� pb� cq � pa ��� bq � pa ��� cq.

(viii) a ��� a � a^ a � a.

Thus Bb is a Boolean ring.

(b) Let a, b, c P R. Then

(i) a_ b � a� b� a ��� b

� b� a� b ��� a � b_ a

(ii) a^ b � a ��� b

� b ��� a � b^ a

(iii) a_ pb_ cq � a� pb_ cq � a ��� pb_ cq

� a� pb� c� b ��� cq � a ��� pb� c� b ��� cq

� a� b� c� a ��� b� a ��� c� b ��� c� a ��� b ��� c.

The value of this last expression does not change if we permute a, b and c, so

a_ pb_ cq � c_ pa_ bq;
hence by (i) above

a_ pb_ cq � pa_ bq _ c.
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(iv) a^ pb^ cq � a ��� pb ��� cq � pa ��� bq ��� c � pa^ bq ^ c

(v) a_ a � a� a� a ��� a � 0� a � a

(vi) a^ a � a ��� a � a

(vii) a_ pa^ bq � a� pa^ bq � a ��� pa^ bq

� a� a ��� b� a ��� pa ��� bq

� a� a ��� b� a ��� b
� a

(viii) a^ pa_ bq � a ��� pa� b� a ��� bq

� a2 � a ��� b� a2 ��� b

� a� a ��� b� a ��� b
� a

(ix) a^ pb_ cq � a ��� pb� c� b ��� cq

� a ��� b� a ��� c� a ��� b ��� c

� a ��� b� a ��� c� a ��� b ��� a ��� c

� pa^ bq _ pa^ cq

(x) a^ 0 � a ��� 0 � 0

(xi) a_ 1 � a� 1� a ��� 1 � 1

(xii) a^ a1 � a ��� p1� aq

� a� a2 � a� a � 0

(xiii) a_ a1 � a� p1� aq � a ��� p1� aq

� a� 1� a� a� a2 � 1.

Thus Rb is a Boolean algebra.

(c) Suppose B � xB,_,^, 1, 0, 1y is a Boolean algebra and a, b P B. Then
with Bb � xB,�, ���,�, 0, 1y

(i) a ��� b � a^ b

(ii) 1� a � p1^ a1q _ p11 ^ aq � a1

(iii) a� b� a ��� b � a� pb� a ��� bq

� a� b ��� p1� aq

� a� b ��� a1

� ra^ pb^ a1q1s _ ra1 ^ pb^ a1qs

� ra^ pb1 _ aqs _ ra1 ^ bs

� a_ pa1 ^ bq

� pa_ a1q ^ pa_ bq

� a_ b.

Thus Bbb � B.
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Next suppose R � xR,�, ���,�, 0, 1y is a Boolean ring. Then with Rb �
xR,_,^, 1, 0, 1y and a, b P R,

(i) pa^ b1q _ pa1 ^ bq � ra ��� p1� bqs � rp1� aq ��� bs � ra ��� p1� bq ��� p1� aq ��� bs

� ra� a ��� bs � rb� a ��� bs � 0

� a� b

(ii) a^ b � a ��� b.

Thus Rbb � R. l

The reader can verify that b has nice properties with respect to H,S, and P ;
for example, if B1,B2 P BA, then

(i) If α : B1 Ñ B2 is a homomorphism then α : Bb
1 Ñ Bb

2 is a homomor-
phism between Boolean rings.

(ii) If B1 ¤ B2 then Bb
1 ¤ Bb

2 .

(iii) If Bi P BA for i P I then p
±
iPI Biq

b �
±
iPI B

b
i .
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EXERCISES §2

1. If A is a Boolean algebra [Boolean ring] and A0 is a subalgebra of A, show Ab
0 is

a subalgebra of Ab.

2. If A1,A2 are Boolean algebras [Boolean rings] and α : A1 Ñ A2 is a homomor-
phism, then α is also a homomorphism from Ab

1 to Ab
2 .

3. If pAiqiPI is an indexed family of Boolean algebras [Boolean rings], then p
±
iPI Aiq

b
�±

iPI A
b
i .

4. If we are given an arbitrary ring R, then an element a P R is a central idempotent
if a ��� b � b ��� a for all b P R, and a2 � a. If R is a ring with identity, show
that the central idempotents of R form a Boolean algebra using the operations:
a_ b � a� b� a ��� b, a^ b � a ��� b, and a1 � 1� a.

5. If θ is a congruence on a ring R with identity, show that θ is a factor congruence iff
0{θ is a principal ideal of R generated by a central idempotent. Hence the factor
congruences on R form a sublattice of Con R which is a Boolean latttice.

An ordered basis (Mostowski/Tarski) for a Boolean algebra B is a subset A of
B which is a chain under the ordering of B, 0 R A, and every member of B can
be expressed in the form a1 � � � � � an, ai P A.

6. If A is an ordered basis of B, show that 1 P A, A is a basis for the vector space
xB,�y over the two-element field, and each nonzero element of B can be uniquely
expressed in the form a1 � � � � � an with ai P A, a1   a2   � � �   an.

7. Show that every countable Boolean algebra has an ordered basis.
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§3 Filters and Ideals

Since congruences on rings are associated with ideals, it follows that the same
must hold for Boolean rings. The translation of Boolean rings to Boolean algebras,
namely R ÞÑ Rb, gives rise to ideals of Boolean algebras. The image of an ideal
under 1 gives a filter.

Definition 3.1. Let B � xB,_,^, 1, 0, 1y be a Boolean algebra. A subset I of B
is called an ideal if

(i) 0 P I

(ii) a, b P I ñ a_ b P I

(iii) a P I and b ¤ añ b P I .

A subset F of B is called a filter of B if

(i) 1 P F

(ii) a, b P F ñ a^ b P F

(iii) a P F and b ¥ añ b P F .

Theorem 3.2. Let B � xB,_,^, 1, 0, 1y be a Boolean algebra. Then I is an
ideal of B iff I is an ideal of Bb.

PROOF. Recall that I is an ideal of a ring Bb iff

0 P I,

a, b P I ñ a� b P I
as �b � b, and

a P I, b P Rñ a ��� b P I.

So suppose I is an ideal of B. Then

0 P I,

and if a, b P I then
a^ b1 ¤ a,

a1 ^ b ¤ b,
so

a^ b1, a1 ^ b P I;

hence
a� b � pa^ b1q _ pa1 ^ bq P I.

Now if a P I and b P B then
a^ b ¤ a,

so
a ��� b � a^ b P I.

Thus I is an ideal of Bb.
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Next suppose I is an ideal of Bb. Then 0 P I , and if a, b P I then

a ��� b P I;

hence
a_ b � a� b� a ��� b P I.

If a P I and b ¤ a then
b � a^ b � a ��� b P I,

so I is an ideal of B. l

Definition 3.3. If X � B, where B is a Boolean algebra, let

X 1 � ta1 : a P Xu.

The next result shows that ideals and filters come in pairs.

Lemma 3.4. Given a Boolean algebra B, then

(a) For I � B, I is an ideal iff I 1 is a filter,

(b) For F � B, F is a filter iff F 1 is an ideal.

PROOF. First
0 P I iff 1 � 01 P I 1.

If a, b P I then
a_ b P I iff pa_ bq1 � a1 ^ b1 P I 1.

For a P I we have b ¤ a iff a1 ¤ b1; hence b P I iff b1 P I 1. This proves (a), and
(b) is handled similarly. l

The following is now an easy consequence of results about rings, but we will
give a direct proof.

Theorem 3.5. Let B be a Boolean algebra. If θ is a binary relation on B, then θ
is a congruence on B iff 0{θ is an ideal, and for a, b P B we have

xa, by P θ iff a� b P 0{θ.

PROOF. pñq Suppose θ is a congruence on B. Then

0 P 0{θ,

and if a, b P 0{θ then
xa, 0y P θ,

xb, 0y P θ,
so

xa_ b, 0_ 0y P θ,

i.e.,
a_ b P 0{θ.
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Now if a P 0{θ and b ¤ a then
xa, 0y P θ

so
xa^ b, 0^ by P θ,

i.e.,
xb, 0y P θ;

hence
b P 0{θ.

This shows that 0{θ is an ideal. Now

xa, by P θ

implies
xa� b, b� by P θ,

i.e.,
xa� b, 0y P θ,

so
a� b P 0{θ.

Conversely,
a� b P 0{θ

implies
xa� b, 0y P θ,

so
xpa� bq � b, 0� by P θ,

thus
xa, by P θ.

pðq For this direction, first note that θ is an equivalence relation on B as

xa, ay P θ,

since
a� a � 0,

for a P B; if
xa, by P θ

then
xb, ay P θ

as
a� b � b� a;

and if
xa, by P θ,

xb, cy P θ
then

a� c � pa� bq � pb� cq P 0{θ;

hence
xa, cy P θ.
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Next to show that θ is compatible with the operations of B, let a1, a2, b1, b2 P B
with

xa1, a2y P θ,

xb1, b2y P θ.Then

pa1 ^ b1q � pa2 ^ b2q � pa1 ��� b1q � pa2 ��� b2q

� pa1 ��� b1q � rpa1 ��� b2q � pa1 ��� b2qs � pa2 ��� b2q

� a1 ��� pb1 � b2q � pa1 � a2q ��� b2 P 0{θ,
so

xa1 ^ b1, a2 ^ b2y P θ.

Next

pa1 _ b1q � pa2 _ b2q � pa1 � b1 � a1 ��� b1q � pa2 � b2 � a2 ��� b2q

� pa1 � a2q � pb1 � b2q � pa1 ^ b1 � a2 ^ b2q P 0{θ

as each of the three summands belongs to 0{θ, so

xa1 _ b1, a2 _ b2y P θ.

From
a1 � a2 P 0{θ

it follows that
p1� a1q � p1� a2q P 0{θ,

so
xa11, a

1
2y P θ.

This suffices to show that θ is a congruence. l

Definition 3.6. If I is an ideal of a Boolean algebra B, let B{I denote the quotient
algebra B{θ, where

xa, by P θ iff a� b P I.

Let b{I denote the equivalence class b{θ for b P B. If F is a filter of B let B{F
denote B{F 1 and let b{F denote b{F 1 (see 3.3).

Since we have established a correspondence between ideals, filters, and con-
gruences of Boolean algebras, it is natural to look at the corresponding lattices.

Lemma 3.7. The set of ideals and the set of filters of a Boolean algebra are closed
under arbitrary intersection.

PROOF. (Exercise). l
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Definition 3.8. Given a Boolean algebra B and a set X � B let IpXq denote the
least ideal containing X , called the ideal generated by X , and let F pXq denote
the least filter containing X , called the filter generated by X .

Lemma 3.9. For B a Boolean algebra and X � B, we have

(a) IpXq � tb P B : b ¤ b1 _ � � � _ bn for some b1, . . . , bn P Xu Y t0u

(b) F pXq � tb P B : b ¥ b1 ^ � � � ^ bn for some b1, . . . , bn P Xu Y t1u.

PROOF. For (a) note that
0 P IpXq,

and for b1, . . . , bn P X we must have

b1 _ � � � _ bn P IpXq,so

IpXq � tb P B : b ¤ b1 _ � � � _ bn for some b1, . . . , bn P Xu Y t0u.

All we need to do is show that the latter set is an ideal as it certainly contains X ,
and for this it suffices to show that it is closed under join. If

b ¤ b1 _ � � � _ bn,

c ¤ c1 _ � � � _ cm

with b1, . . . , bn, c1, . . . , cm P X then

b_ c ¤ b1 _ � � � _ bn _ c1 _ � � � _ cm,

so IpXq is as described. The discussion of F pXq parallels the above. l

Lemma 3.10. Let B be a Boolean algebra.

(a) The set of ideals of B forms a distributive lattice punder �q where, for
ideals I1, I2,

I1 ^ I2 � I1 X I2,

I1 _ I2 � ta P B : a ¤ a1 _ a2 for some a1 P I1, a2 P I2u.

(b) The set of filters of B forms a distributive lattice punder �q where, for
filters F1, F2,

F1 ^ F2 � F1 X F2,

F1 _ F2 � ta P B : a ¥ a1 ^ a2 for some a1 P F1, a2 P F2u.

(c) Both of these lattices are isomorphic to Con B.

PROOF. From 3.5 it is evident that the mapping

θ ÞÑ 0{θ

from congruences on B to ideals of B is a bijection such that

θ1 � θ2 iff 0{θ1 � 0{θ2.
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Thus the ideals form a lattice isomorphic to Con B. The calculations given
for ^ and _ follow from 3.7 and 3.9. The filters are handled similarly. The
distributivity of these lattices follows from the fact that Boolean algebras form a
congruence-distributive variety, see II§12, or one can verify this directly. l

A remarkable role will be played in this text by maximal filters, the so-called
ultrafilters.

Definition 3.11. A filter F of a Boolean algebra B is an ultrafilter if F is maximal
with respect to the property that 0 R F . A maximal ideal of B is an ideal which is
maximal with respect to the property that 1 R I . (Thus only non-trivial Boolean
algebras can have ultrafilters or maximal ideals.)

In view of 3.4, F is an ultrafilter of B iff F 1 is a maximal ideal of B, and I is
a maximal ideal of B iff I 1 is an ultrafilter. The following simple criterion is most
useful.

Theorem 3.12. Let F be a filter rI be an ideals of B. Then F is an ultrafilter
rI is a maximal ideals of B iff for any a P B, exactly one of a, a1 belongs to F
rbelongs to I s.

PROOF. Suppose F is a filter of B.

pñq If F is an ultrafilter then

B{F � 2

by 1.9 as B{F is simple by II§8.9. Let

ν : BÑ B{F

be the natural homomorphism. For a P B,

νpa1q � νpaq1

so
νpaq � 1{F or νpa1q � 1{F,

as B{F � 2; hence
a P F or a1 P F.

If we are given a P B then exactly one of a, a1 is in F as

a^ a1 � 0 R F.

pðq For a P B suppose exactly one of a, a1 P F . Then if F1 is a filter of B
with

F � F1 and F � F1

let a P F1 � F . As a1 P F we have

0 � a^ a1 P F1;
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hence F1 � B. Thus F is an ultrafilter.

The ideals are handled in the same manner. l

Corollary 3.13. Let B be a Boolean algebra.

(a) Let F be a filter of B. Then F is an ultrafilter of B iff 0 R F and for
a, b P B, a_ b P F iff a P F or b P F .

(b) (Stone) Let I be an ideal of B. Then I is a maximal ideal of B iff 1 R I and
for a, b P B, a^ b P I iff a P I or b P I .

PROOF. We will prove the case of filters.

pñq Suppose F is an ultrafilter with

a_ b P F.
As

pa_ bq ^ pa1 ^ b1q � 0 R F

we have
a1 ^ b1 R F ;

hence
a1 R F or b1 R F.

By 3.12 either
a P F or b P F.

pðq Since 1 P F , given a P B we have

a_ a1 P F ;
hence

a P F or a1 P F.

Both a, a1 cannot belong to F as

a^ a1 � 0 R F. l

Definition 3.14. An ideal I of a Boolean algebra is called a prime ideal if 1 R I
and

a^ b P I implies a P I or b P I.

Thus we have just seen that the prime ideals of a Boolean algebra are precisely
the maximal ideals.

Theorem 3.15. Let B be a Boolean algebra.

(a) (Stone) If a P B � t0u, then there is a prime ideal I such that a R I .

(b) If a P B � t1u, then there is an ultrafilter U of B with a R U .

PROOF. (a) If a P B � t0u, let

α : BÑ 2J

be any subdirect embedding of B into 2J for some J (see 1.12). Then

αpaq � αp0q,
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so for some j P J we have

pπj � αqpaq � pπj � αqp0q.

As
πj � α : BÑ 2

is onto it follows that
θ � kerpπj � αq

is a maximal congruence on B; hence

I � 0{θ

is a maximal ideal, thus a prime ideal, and a R I .

(b) is handled similarly. l

Lemma 3.16. Let B1 and B2 be Boolean algebras and suppose

α : B1 Ñ B2

is a homomorphism. If U is an ultrafilter of B2, then α�1pUq is an ultrafilter of B1.

PROOF. Let U be an ultrafilter of B2 and β the natural map from B2 to B2{U .
Then

α�1pUq � pβ � αq�1p1q,

hence α�1pUq is an ultrafilter of B1 (as the ultrafilters of B1 are just the preimages
of 1 under homomorphisms to 2q. l

Theorem 3.17. Let B be a Boolean algebra.

(a) If F is a filter of B and a P B � F , then there is an ultrafilter U with
F � U and a R U .

(b) (Stone) If I is an ideal of B and a P B � I , then there is a maximal ideal

M with I �M and a RM .

PROOF. For (a) choose an ultrafilter U� of B{F by 3.15 with

a{F R U�.

Then let U be the inverse image of U� under the canonical map from B to B{F .

(b) is handled similarly. l

EXERCISES §3

1. If B is a Boolean algebra and a, b, c, d P B, show that

xa, by P Θpc, dq ô a� b ¤ c� d.

2. If B is a Boolean algebra, show that the mapping α from B to the lattice of ideals
of B defined by αpbq � Ipbq embeds the Boolean lattice xB,_,^y into the lattice
of ideals of B.
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3. If U is an ultrafilter of a Boolean algebra B, show that
�
U exists, and is an atom

b or equals 0. In the former case show U � F pbq. (Such an ultrafilter is called a
principal ultrafilter.)

4. If B is the Boolean algebra of finite and cofinite subsets of an infinite set I , show
that there is exactly one nonprincipal ultrafilter of B.

5. If H � xH,_,^,Ñ, 0, 1y is a Heyting algebra, a filter of H is a nonempty subset
F of H such that (i) a, b P F ñ a^ b P F and (ii) a P F, a ¤ bñ b P F . Show
(1) if θ P Con H then 1{θ is a filter, and xa, by P θ iff pa Ñ bq ^ pb Ñ aq P 1{θ,
and (2) if F is a filter of H then θ � txa, by P H2 : paÑ bq ^ pbÑ aq P F u is a
congruence and F � 1{θ.

6. If A � xA,_,^, 1, c0, . . . , cn�1, 0, 1, d00, . . . , dn�1,n�1y is a cylindric algebra, a
cylindric ideal of A is a subset I of A which is an ideal of the Boolean algebra
xA,_,^, 1, 0, 1y and is such that cpaq P I whenever a P I . Using the exercises of
§1 show (1) if θ P Con A then 0{θ is a cylindric ideal and xa, by P θ iff a� b P 0{θ,
and (2) if I is a cylindric ideal of A then θ � txa, by P A2 : a � b P Iu is a
congruence on A with I � 0{θ.

7. Show that a finite-dimensional cylindric algebra A is subdirectly irreducible iff
a P A and a � 0 imply cpaq � 1.

§4 Stone Duality

We will refer to the duality Stone established between Boolean algebras and certain
topological spaces as Stone duality. In the following when we speak of a “clopen”
set, we will mean of course a closed and open set.

Definition 4.1. A topological space is a Boolean space if it (i) is Hausdorff, (ii) is
compact, and (iii) has a basis of clopen subsets.

Definition 4.2. Let B be a Boolean algebra. Define B� to be the topological
space whose underlying set is the collection B� of ultrafilters of B, and whose
topology has a subbasis consisting of all sets of the form

Na � tU P B
� : a P Uu,

for a P B.

Lemma 4.3. If B is a Boolean algebra and a, b P B then

Na YNb � Na_b,

Na XNb � Na^b,

and
Na1 � pNaq

1.

Thus in particular the Na’s form a basis for the topology of B�.
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PROOF.

U P Na YNb iff a P U or b P U

iff a_ b P U

iff U P Na_b.
Thus

Na YNb � Na_b.

The other two identities can be derived similarly. l

Lemma 4.4. Let X be a topological space. Then the clopen subsets of X form a
subuniverse of SupXq.

PROOF. (Exercise.) l

Definition 4.5. If X is a topological space, let X� be the subalgebra of SupXq
with universe the collection of clopen subsets of X .

Theorem 4.6 (Stone). (a) Let B be a Boolean algebra. Then B� is a Boolean
space, and B is isomorphic to B�� under the mapping

a ÞÑ Na.

(b) Let X be a Boolean space. Then X� is a Boolean algebra, and X is
homeomorphic to X�� under the mapping

x ÞÑ tN P X� : x P Nu.

PROOF. (a) To show that B� is compact let pNaqaPJ be a basic open cover of B�,
where J � B. Now suppose no finite subset of J has 1 as its join in B. Then J is
contained in a maximal ideal M , and

U �M 1

is an ultrafilter with
U X J � Ø.

But then
U R Na

for a P J , which is impossible. Hence for some finite subset J0 of J we haveª
J0 � 1.

As ª
J0 P U

for every ultrafilter U we must have

U P Na

for some a P J0 by 3.13, so pNaqaPJ0 is a cover of B�. Thus B� is compact. It
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clearly has a basis of clopen sets as each Na is clopen since

Na XNa1 � Ø,

Na YNa1 � B�.
Now if

U1 � U2

in B� let
a P U1 � U2.

Then

U1 P Na,

U2 P Na1 ,

so B� is Hausdorff. Thus B� is a Boolean space.

The mapping a ÞÑ Na is clearly a homomorphism from B to B�� in view of
4.3. If a, b P B and a � b then

pa_ bq ^ pa^ bq1 � 0,

so by 3.15(a) there is a prime ideal I such that

pa_ bq ^ pa^ bq1 R I,

so there is an ultrafilter Up� I 1q such that

pa_ bq ^ pa^ bq1 P U.

But then
pa^ bq1 P U

so
a^ b R U ;

hence
a R U or b R U ;

but as
a_ b P U

we have
a P U or b P U,

so exactly one of a, b is in U ; hence

Na � Nb.

Thus the mapping is injective. If now N is any clopen subset of B� then, being
open, N is a union of basic open subsets Na, and being a closed subset of a
compact space, N is compact. Thus N is a finite union of basic open sets, so N is
equal to some Na, by 4.3.

Thus B � B�� under the above mapping.

(b) X� is a Boolean algebra by 4.4. Let

α : X Ñ X��

be the mapping
αpxq � tN P X� : x P Nu.
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(Note that αpxq is indeed an ultrafilter of X�q. If

x, y P X and x � y

then
αpxq � αpyq

as X is Hausdorff and has a basis of clopen subsets. If U is an ultrafilter of X�

then U is a family of closed subsets of X with the finite intersection property (any
finite non-empty subfamily has a non-empty intersection), so as X is compact we
must have £

U � Ø.

It easily follows that for x P
�
U ,

U � αpxq;

thus
U � αpxq

by the maximality of U . Thus α is a bijection.

A clopen subset of X�� looks like

tU P X�� : N P Uu

for N P X�, i.e., for N a clopen subset of X . Now

αpNq � tU P X�� : αpxq � U for some x P Nu

� tU P X�� : N P Uu,

so α is an open map. Also

α�1tU P X�� : N P Uu � tx P X : αpxq P tU P X�� : N P Uuu

� tx P X : x P Nu

� N,

so α is continuous. Thus α is the desired homeomorphism. l

Definition 4.7. Given two disjoint topological spaces, X1, X2, define the union
of X1, X2 to be the topological space whose underlying set is X1 YX2 and whose
open sets are precisely the subsets of the form O1 YO2 there Oi is open in Xi.

Given two topological spaces X1, X2, let

X1 �YX2

denote the topological space whose underlying set is�
t1u �X1

�
Y

�
t2u �X2

�
and whose open subsets are precisely the subsets of the form�

t1u �O1

�
Y

�
t2u �O2

�
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whereOi is open inXi, i � 1, 2. X1 �YX2 is called the disjointed union ofX1, X2.

The next result is used in the next section.

Lemma 4.8. Given two Boolean algebras B1 and B2, the Boolean spaces pB1 �
B2q

� and B�
1 �YB�

2 are homeomorphic.

PROOF. The case that |B1| � |B2| � 1 is trivial, so we assume |B1 � B2| ¥ 2.
Given an ultrafilter U in pB1 � B2q

�, let πipUq be the image of U under the
projection homomorphism

πi : B1 �B2 Ñ Bi.

Claim: U � π1pUq �B2 or U � B1 � π2pUq.

To see this, note that

x1, 0y _ x0, 1y � x1, 1y P U

implies
x1, 0y P U or x0, 1y P U.

If x1, 0y P U , then

xb1, b2y P U ñ xb1, 0y � xb1, b2y ^ x1, 0y P U ;

hence
π1pUq � t0u � U,

so
π1pUq �B2 � U.

As
U � π1pUq � π2pUq

we have
U � π1pUq �B2.

Likewise we handle the case x0, 1y P U . This finishes the proof of the claim.

From the claim it is easy to verify that either π1pUq or π2pUq is a filter, and
then an ultrafilter. So let us define the map

β : pB1 �B2q
� Ñ B�

1 �YB�
2

by
βpUq � tiu � πipUq

for i such that πipUq is an ultrafilter of Bi. The map β is easily seen to be injective
in view of the claim. If U P B�

1 then U �B2 P pB1 �B2q
�, so

βpU �B2q � t1u � U,

and a similar argument for U P B�
2 shows β is also surjective. Finally, we have

βpNxb1,b2yq �
 
βpUq : U P pB1 �B2q

�, xb1, b2y P U
(

�
 
βpUq : U P pB1 �B2q

�, xb1, 0y P U or x0, b2y P U
(

� t1u �Nb1 Y t2u �Nb2 .
l
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Actually Stone goes on to establish relationships between the following pairs:

Boolean algebras ÐÑ Boolean spaces
filters ÐÑ closed subsets
ideals ÐÑ open subsets
homomorphisms ÐÑ continuous maps.

However, what we have done above suffices for our goals, so we leave the
other relationships for the reader to establish in the exercises.
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EXERCISES §4

1. Show that a finite topological space is a Boolean space iff it is discrete (i.e., every
subset is open).

2. If X is a Boolean space and I is any set, show that the Tychonoff product XI is a
Boolean space; and if I is infinite and |X| ¡ 1 then pXIq� is an atomless Boolean
algebra.

3. Show that a countably infinite free Boolean algebra B has a Boolean space homeo-
morphic to 2ω, where 2 is the discrete space t0, 1u; hence B is isomorphic to the
Boolean algebra of closed and open subsets of the Cantor discontinuum. Conclude
also that B has continuum many nonprincipal ultrafilters.

4. Given any set I show that pSupIqq� is the Stone-Čech compactification of the
discrete space I .

5. Give a topological description of the Boolean space of the algebra of finite and
cofinite subsets of an infinite set I .

6. For B a Boolean algebra and U P B���, show that there is an x P B� with�
U � txu, and U � tN P B�� : x P Nu.

7. If B is a Boolean algebra and F is a filter of B, show that F� �
�
tNb : b P F u is

a closed subset of B� and the map F ÞÑ F� is an isomorphism from the lattice of
filters of B to the lattice of closed subsets of B�, and b P F iff Nb � F�.

8. If B is a Boolean algebra and I is an ideal of B, show I� �
�
tNb : b P Iu is an

open subset of B� such that the map I ÞÑ I� is an isomorphism from the lattice of
ideals of B to the lattice of open subsets of B� with b P I iff Nb � I�.

9. If α : B1 Ñ B2 is a Boolean algebra homomorphism, let α� : B�
2 Ñ B�

1 be
defined by α�pUq � α�1pUq. Show α� is a continuous mapping from B�

2 to B�
1

which is injective if α is surjective, and surjective if α is injective.

10. If α : X1 Ñ X2 is a continuous map between Boolean spaces, let α� : X�
2 Ñ X�

1

be defined by α�pNq � α�1pNq. Then show α� is a Boolean algebra homomor-
phism such that α� is injective if α is surjective, and surjective if α is injective.
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11. Show that the atoms of a Boolean algebra B correspond to the isolated points of
B� (a point x P B� is isolated if txu is a clopen subset of B�q.

12. Given a chain xC,¤y define the interval topology on C to be the topology generated
by the open sets tc P C : c ¡ au and tc P C : c   au, for a P C. Show that this
gives a Boolean space iff xC,¤y is an algebraic lattice (see I§4 Ex. 4).

13. If λ is an ordinal, show that the interval topology on λ gives a Boolean space iff λ
is not a limit ordinal.

14. Given Boolean spaces X1, . . . , Xn such that Xi XXj � txu for i � j, show that
the space Y �

�
1¤i¤nXi with open sets t

�
1¤i¤n Ui : Ui open in Xi, x belongs

to all or none of the Ui’su is again a Boolean space.

§5 Boolean Powers

The Boolean power construction goes back at least to a paper of Arens and Kaplan-
sky in 1948, and it has parallels in earlier work of Gelfand. Arens and Kaplansky
were concerned with rings, and in 1953 Foster generalized Boolean powers to
arbitrary algebras. This construction provides a method for translating numerous
fascinating properties of Boolean algebras into other varieties, and, as we shall see
in §7, provides basic representation theorems.

Definition 5.1. If B is a Boolean algebra and A an arbitrary algebra, let ArBs�

be the set of continuous functions from B� to A, giving A the discrete topology.

Lemma 5.2. If we are given A,B as in 5.1,ArBs� is a subuniverse of AX , where
X � B�.

PROOF. Let c1, . . . , cn P ArBs
�. As X is compact, each ci has a finite range,

and, for a P A, c�1
i paq is a clopen subset of X . Thus we can visualize a typical

member of ArBs� as in Figure 28, namely a step function with finitely many }

k21N
N N

A

X

Figure 28
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steps, each step occurring over a clopen subset ofX . If A is of type F and f P Fn

then if we choose clopen subsets N1, . . . , Nk which partition X such that each ci
is constant on each Nj , i � 1, . . . , n, j � 1, . . . , k, it is clear that fpc1, . . . , cnq is
constant on each Nj . Consequently, fpc1, . . . , cnq P ArBs

�. l

Definition 5.3. Given A,B as in 5.1, let ArBs� denote the subalgebra of
AX , X � B�, with universe ArBs�. ArBs� is called the (bounded) Boolean
power of A by B. (Note that Ar1s� is a trivial algebra.)

Theorem 5.4. The following results hold for Boolean powers:
(a) ArBs� is a subdirect power of A.
(b) A can be embedded in ArBs� if B is not trivial.
(c) Ar2s� � A.
(d) ArB1 �B2s

� � ArB1s
� �ArB2s

�.
(e) pA1 �A2qrBs

� � A1rBs
� �A2rBs

�.

PROOF. For (a) and (b) note that the constant functions of AX are in ArBs�, where
X � B�. (c) follows from noting that 2� is a one-element space, so the only
functions in AX are constant functions.

Let CpX,Aq denote the set of continuous functions from X to A, for X
a Boolean space, and let CpX,Aq denote the subalgebra of AX with universe
CpX,Aq. Given two disjoint Boolean spaces X1, X2 define

α : CpX1 YX2,Aq Ñ CpX1,Aq � CpX2,Aq

by
αc � xcæX1 , cæX2y.

As X1, X2 are clopen in X1 YX2 it is not difficult to see that α is a bijection, and
if c1, . . . , cn P CpX1 YX2,Aq and f is a fundamental operation of arity n, then

αfpc1, . . . , cnq �
@
fpc1, . . . , cnqæX1 , fpc1, . . . , cnqæX2

D
�

@
fpc1æX1 , . . . , cnæX1q, fpc1æX2 , . . . , cnæX2q

D
� f

�
xc1æX1 , c1æX2y, . . . , xcnæX1 , cnæX2y

�
� fpαc1, . . . , αcnq,

so α is an isomorphism. As

ArBs� � CpB�,Aq

it follows from 4.8 that

ArB1 �B2s
� � ArB1s

� �ArB2s
�.

This proves (d).

Next define
α : A1rBs

� �A2rBs
� Ñ pA1 �A2qrBs

�

by
αpxc1, c2yqpxq � xc1x, c2xy.
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Clearly this is a well-defined injective map. If c P pA1 �A2qrBs
� let N1, . . . , Nk

be a partition of B� into clopen subsets such that c is constant on each Nj . Then
let

cipxq � pπicqpxq,

i � 1, 2. Then ci P AirBs� as ci is constant on each Nj , and

αpxc1, c2yq � c,

so α is surjective. If xcj1, c
j
2y P A1rBs

� � A2rBs
�, 1 ¤ j ¤ n, and if f is a

fundamental n-ary operation then

αfpxc1
1, c

1
2y, . . . , xc

n
1 , c

n
2 yqpxq � αpxfpc1

1, . . . , c
n
1 q, fpc

1
2, . . . , c

n
2 qyqpxq

� xfpc1
1, . . . , c

n
1 qpxq, fpc

1
2, . . . , c

n
2 qpxqy

� xfpc1
1x, . . . , c

n
1xq, fpc

1
2x, . . . , c

n
2xqy

� fpxc1
1x, c

1
2xy, . . . , xc

n
1x, c

n
2xyq

� fpαpxc1
1, c

1
2yqpxq, . . . , αpxc

n
1 , c

n
2 yqpxqq

� fpαxc1
1, c

1
2y, . . . , αxc

n
1 , c

n
2 yqpxq;hence

αfpxc1
1, c

1
2y, . . . , xc

n
1 , c

n
2 yq � fpαxc1

1, c
1
2y, . . . , αxc

n
1 , c

n
2 yq.

This proves
A1rBs

� �A2rBs
� � pA1 �A2qrBs

�

as α is an isomorphism. l

The next result is used in §7, and provides the springboard for the generalization
of Boolean powers given in §8.

Definition 5.5. If a, b P
±
iPI Ai the equalizer of a and b is

rra � bss � ti P I : apiq � bpiqu;

and if J1, . . . , Jn partition I and a1, . . . , an P
±
iPI Ai then

a1æJ1 Y � � � Y anæJn

denotes the function a where

apiq � akpiq if i P Jk.

Theorem 5.6. Let B be a Boolean algebra and A any algebra. With X � B�, a
subset S of AX is ArBs� iff S satisfies

(a) the constant functions of AX are in S,

(b) for c1, c2 P S, rrc1 � c2ss is a clopen subset of X , and

(c) for c1, c2 P S and N a clopen subset of X ,

c1æN Y c2æX�NP S.
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PROOF. pñqWe have already noted that the constant functions are in ArBs�. For
part (b) note that c P ArBs� implies c�1paq is clopen for a P A as c is continuous.
Also as c has finite range,

rrc1 � c2ss �
¤
aPA

c�1
1 paq X c�1

2 paq

is a clopen subset of X . Finally

c � c1æN Y c2æX�N
is in ArBs� as

c�1paq � pc�1
1 paq XNq Y pc�1

2 paq X pX �Nqq,

a clopen subset of X for a P A.

pðq For a P A let ca P AX be the constant function with value a. From (b)
we have, for c P S,

c�1paq � rrc � cass,

a clopen subset of X; hence c is continuous, so c P ArBs�. Finally, if c P ArBs�

let
Na � rrc � cass

for a P A. Then
c �

¤
aPA

caæNa ,

so by (c), c P S. l
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EXERCISES §5

1. Given Boolean algebras B1,B2, define B1 � B2 to be pB�
1 � B�

2 q
�. Show

that for any A, pArB1s
�qrB2s

� � ArB1 � B2s
�; hence pArB1s

�qrB2s
� �

pArB2s
�qrB1s

�.

2. If F is a filter of B, define θF on ArBs� by xa, by P θF iff rra � bss � F� (see §4
Ex. 7). Show that ArBs�{θF � ArB{F s�.

3. Show that |ArBs�| � |A| ��� |B| if either |A| or |B| is infinite, and the other is
nontrivial.

4. (Bergman). Let M be a module. Given two countably infinite Boolean algebras
B1,B2 show that MrB1s

� � MrB2s
�. (Hint: (Lawrence) Let Qi be an ordered

basis (see §2 Ex. 7) for Bi, i � 1, 2, and let α : Q1 Ñ Q2 be a bijection. For
a PM and q P Qi, let Caæq denote the member of M rBis

� with

Caæq pxq �

#
a if x P Nq
0 if x R Nq.
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Then each member of M rBis
� can be uniquely written in the form Ca1æq1 � � � � �

Canæqn , where q1   � � �   qn, qj P Qi. Define β : M rB1s
� ÑM rB2s

� by

Ca1æq1 � � � � � Canæqn ÞÑ Ca1æαq1 � � � � � Canæαqn,

where q1   � � �   qn. Then β is the desired isomorphism.)
Show that we can replace M by any algebra A which is polynomially equivalent to
a module.

§6 Ultraproducts and Congruence-distributive Varieties

One of the most popular constructions, first introduced by Łoś (pronounced “wash”)
in 1955, is the ultraproduct. We will make good use of it in both this and the next
chapter. The main result in this section is a new description due to Jónsson, using
ultraproducts, of congruence-distributive varieties generated by a class K.

Definition 6.1. For any set I , members of SupIq� are called ultrafilters over I .
Let Ai, i P I , be a family of algebras of a given type, and let U be an ultrafilter
over I . Define θU on

±
iPI Ai by

xa, by P θU iff rra � bss P U,

where rra � bss is as defined in 5.5.

Lemma 6.2. With Ai, i P I , and U as above, θU is a congruence on
±
iPI Ai.

PROOF. Obviously, θU is reflexive and symmetric. If

xa, by P θU and xb, cy P θU
then

rra � css � rra � bss X rrb � css

implies
rra � css P U,

so
xa, cy P θU .

If
xa1, b1y, . . . , xan, bny P θU

and f is a fundamental n-ary operation then

rrfpa1, . . . , anq � fpb1, . . . , bnqss � rra1 � b1ss X � � � X rran � bnss

implies
xfpa1, . . . , anq, fpb1, . . . , bnqy P θU .

Thus θU is a congruence. l
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Definition 6.3. With Ai, i P I , and U an ultrafilter over I , we define the
ultraproduct ¹

iPI

Ai{U

to be ¹
iPI

Ai{θU .

The elements of
±
iPI Ai{U are denoted by a{U , where a P

±
iPI Ai.

Lemma 6.4. For a{U, b{U in an ultraproduct
±
iPI Ai{U , we have

a{U � b{U iff rra � bss P U.

PROOF. This is an immediate consequence of the definition. l

Lemma 6.5. If tAi : i P Iu is a finite set of finite algebras, say tB1, . . . ,Bmu, pI
can be infiniteq, and U is an ultrafilter over I , then

±
iPI Ai{U is isomorphic to

one of the algebras B1, . . . ,Bm, namely to that Bj such that

ti P I : Ai � Bju P U.

PROOF. Let
Sj � ti P I : Ai � Bju.

Then
I � S1 Y � � � Y Sm

implies (by 3.13) that for some j,

Sj P U.

Let Bj � tb1, . . . , bku, where the b’s are all distinct, and choose a1, . . . , ak P±
iPI Ai such that

a1piq � b1, . . . , akpiq � bk

if i P Sj . Then if we are given a P
±
iPI Ai,

rra � a1ss Y � � � Y rra � akss � Sj ,

so
rra � a1ss P U or . . . or rra � akss P U ;

hence
a{U � a1{U or . . . or a{U � ak{U.

Also it should be evident that a1{U, . . . , ak{U are all distinct. Thus
±
iPI Ai{U

has exactly k elements, a1{U, . . . , ak{U . Now for f a fundamental n-ary operation
and for tbi1 , . . . , bin , bin�1u � tb1, . . . , bku

with
fpbi1 , . . . , binq � bin�1 ,
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we have
rrfpai1 , . . . , ainq � ain�1ss � Sj ;

hence
fpai1{U, . . . , ain{Uq � ain�1{U.

Thus the map
α :

¹
iPI

Ai{U Ñ Bj

defined by
αpat{Uq � bt,

1 ¤ t ¤ k, is an isomorphism. l

Lemma 6.6 (Jónsson). Let W be a family of subsets of Ip� Øq such that

(i) I PW ,
(ii) if J PW and J � K � I then K PW , and

(iii) if J1 Y J2 PW then J1 PW or J2 PW .

Then there is an ultrafilter U over I with

U �W.

PROOF. If Ø P W then W � SupIq, so any ultrafilter will do. If Ø R W ,
then SupIq � W is a proper ideal; extend it to a maximal ideal and take the
complementary ultrafilter. l

Definition 6.7. We denote the class of ultraproducts of members of K by PU pKq,
for K � Ø.

Theorem 6.8 (Jónsson). Let V pKq be a congruence-distributive variety. If A is a
subdirectly irreducible algebra in V pKq, then

A P HSPU pKq;hence
V pKq � IPSHSPU pKq.

PROOF. Suppose A is a nontrivial subdirectly irreducible algebra in V pKq. Then
for some choice of Ai P K, i P I , and for some B ¤

±
iPI Ai there is a surjective

homomorphism
α : BÑ A,

as V pKq � HSP pKq by Theorem 9.5. Let

θ � kerα.

For J � I let

θJ �

"
xa, by P

�¹
iPI

Ai


2

: J � rra � bss

*
.

One easily verifies that θJ is a congruence on
±
iPI Ai. Let

θJæB � θJ XB
2
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be the restriction of θJ to B, and define W to be

tJ � I : θJæB � θu.

Clearly
I PW, Ø RW,

and if
J PW and J � K � I

then
θKæB � θ,

as
θKæB � θJæB .

Now suppose
J1 Y J2 PW,

i.e.,
θJ1YJ2æB � θ.

As
θJ1YJ2 � θJ1 X θJ2 ,

it follows that
pθJ1YJ2qæB � θJ1æB X θJ2æB .

Since
θ � θ _ pθJ1æB X θJ2æBq

it follows that
θ � pθ _ θJ1æBq X pθ _ θJ2æBq

by distributivity, and as Theorem II§6.20 gives

Con B{θ � rrrθ,
∆

sss

¤ Con B

we must have from the fact that B{θ is subdirectly irreducible (it is isomorphic to
Aq

θ � θ _ θJiæB
for i � 1 or 2; hence

θJiæB � θ

for i � 1 or 2, so either J1 or J2 is in W . By 6.6, there is an ultrafilter U contained
in W . From the definition of W we have

θUæB � θ

as
θU �

¤
tθJ : J P Uu.

Let ν be the natural homomorphism from
±
iPI Ai to

±
iPI Ai{U . Then let

β : BÑ νpBq
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be the restriction of ν to B. As

kerβ � θUæB� θ
we have

A � B{θ � pB{ kerβq{pθ{ kerβq.

Now
B{ kerβ � νpBq ¤

¹
iPI

Ai{U

so
B{ kerβ P ISPU pKq;

hence
A P HSPU pKq.

As every algebra in V pKq is isomorphic to a subdirect product of subdirectly
irreducible algebras, we have

V pKq � IPSHSPU pKq. l

One part of the previous proof has found so many applications that we isolate
it in the following.

Corollary 6.9 (Jónsson’s Lemma). If V is a congruence-distributive variety and
Ai P V, i P I , if B ¤

±
iPI Ai, and θ P Con B is such that B{θ is a nontrivial

subdirectly irreducible algebra, then there is an ultrafilter U over I such that

θUæB � θ

where θU is the congruence on
±
iPI Ai defined by

xa, by P θU iff rra � bss P U.

Corollary 6.10 (Jónsson). If K is a finite set of finite algebras and V pKq is
congruence-distributive, then the subdirectly irreducible algebras of V pKq are in

HSpKq,

and
V pKq � IPSpHSpKqq.

PROOF. By 6.5, PU pKq � IpKq, so just apply 6.8. l
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EXERCISES §6

1. An ultrafilter U over a set I is free iff
�
U � Ø. Show that an ultrafilter U over I is

free iff I is infinite and the cofinite subsets of I belong to U .

2. An ultrafilter U over I is principal if
�
U � Ø. Show that an ultrafilter U is principal

iff U � tJ � I : i P Ju for some i P I .

3. If U is a principal ultrafilter over I and Ai, i P I , is a collection of algebras, show that±
iPI Ai{U � Aj where

�
U � tju.

4. Show that a finitely generated congruence-distributive variety has only finitely many
subvarieties. Show that the variety generated by the lattice N5 has exactly three
subvarieties.

5. (Jónsson) If A1,A2 are two finite subdirectly irreducible algebras in a congruence-
distributive variety and A1 � A2, show that there is an identity p � q satisfied by one
and not the other.

6. Given an uncountable set I show that there is an ultrafilter U over I such that all
members of U are uncountable.

7. Show that, for I countably infinite and A infinite, there is a subset S of the set of
functions from I to A which has cardinality equal to that of the continuum such that for
f � g with f, g P S, ti P I : fpiq � gpiqu is finite. Conclude that |AI{U | ¥ 2ω if U
is a nonprincipal ultrafilter over I .

§7 Primal Algebras

When Rosenbloom presented his study of the variety of n-valued Post algebras
in 1942, he proved that all finite members were isomorphic to direct powers of
Pn (see II§1), just as in the case of Boolean algebras. However, he thought that
an analysis of the infinite members would prove to be far more complex than the
corresponding study of infinite Boolean algebras. Then in 1953 Foster proved that
every n-valued Post algebra was just a Boolean power of Pn.

Definition 7.1. If A is an algebra and

f : An Ñ A

is an n-ary function on A, then f is representable by a term if there is a term p
such that

fpa1, . . . , anq � pApa1, . . . , anq

for a1, . . . , an P A.

Definition 7.2. A finite algebra A is primal if every n-ary function on A, for
every n ¥ 1, is representable by a term.
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In §10 we will give an easy test for primality, and show that the Post algebras
Pn are primal. However, one can give a direct proof. A key tool here and in later
sections is the switching function.

Definition 7.3. The function
s : A4 Ñ A

on a set A defined by
spa, b, c, dq �

#
c if a � b

d if a � b

is called the switching function on A. A term spx, y, u, vq representing the switch-
ing function on an algebra A is called a switching term for A.

Theorem 7.4 (Foster). Let P be a primal algebra. Then

V pPq � ItPrBs� : B is a Boolean algebrau.

PROOF. We only need to consider nontrivial P. If E is an equivalence relation on
P and

xa, by R E,

xc, dy P E

with c � d, then choose a term ppxq such that

ppcq � a,

ppdq � b.
Thus

E R ConpPq;

hence P is simple. Also the only subalgebra of P is itself (as P is the only subset
of P closed under all functions on P q. As P has a majority term, it follows that
V pPq is congruence-distributive, so by 6.8 and the above remarks

V pPq � IPSHSPU pPq

� IPSpPq Y ttrivial algebrasu.

Thus we only need to show every subdirect power of P is isomorphic to a Boolean
power of P. Let

A ¤ PI

be a nontrivial subdirect power of P. Recall that for p1, p2 P P
I we let

rrp1 � p2ss � ti P I : p1piq � p2piqu.

In the following we will let spx, y, u, vq be a term which represents the switching
function on P.

Claim i. The constant functions of P I are in A.
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This follows from noting that every constant function on P is represented by a
term.

Claim ii. The subsets rra1 � a2ss, for a1, a2 P A, of I form a subuniverse of the
Boolean algebra SupIq.

Let c1, c2 be two elements of A with

rrc1 � c2ss � Ø

(such must exist as we have assumed P is nontrivial). Then for a1, a2, b1, b2 P A
the following observations suffice:

I � rrc1 � c1ss

rra1 � a2ss Y rrb1 � b2ss � rrspa1, a2, b1, b2q � b1ss

rra1 � a2ss X rrb1 � b2ss � rrspa1, a2, b1, a1q � spa1, a2, b2, a2qss

I � rra1 � a2ss � rrspa1, a2, c1, c2q � c2ss.

Let B be the subalgebra of SupIq with the universe

trra1 � a2ss : a1, a2 P Au,

and let
X � B�.

Claim iii. For a P A and U P X there is exactly one p P P such that a�1ppq P U .

Since P is finite this is an easy consequence of the facts¤
pPP

a�1ppq � I P U,

U is an ultrafilter, and the a�1ppq’s are pairwise disjoint.

So let us define σ : A�X Ñ P by

σpa, Uq � p iff a�1ppq P U.

Then let us define α : AÑ PX by

pαaqpUq � σpa, Uq.

Clearly all the constant functions of PX are in αA (just look at the images of
the constant functions in Aq.

Claim iv. For a, b P A, rrαa � αbss � tU P X : rra � bss P Uu.

To see this we have

rrαa � αbss � tU P X : pαaqpUq � pαbqpUqu

� tU P X : σpa, Uq � σpb, Uqu

� tU P X : a�1ppq P U, b�1ppq P U for some p P P u

� tU P X : rra � bss P Uu (why?).

Thus a typical clopen subset of X is of the form rrαa � αbss.
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Next for a1, a2 P A and N a clopen subset of X , choose b1, b2 P A with

N � tU P X : rrb1 � b2ss P Uu.

Let
a � a1æM Y a2æI�M

where
M � rrb1 � b2ss.

Then
a P A

as
a � spb1, b2, a1, a2q.

Now

rrαa � αa1ss � tU P X : rra � a1ss P Uu

� tU P X : M P Uu

� N,
and

rrαa � αa2ss � tU P X : rra � a2ss P Uu

� tU P X : I �M P Uu

� X �N ;
hence

αa � αa1æN Y αa2æX�N .

Then by 5.6 we see that
αpAq � P rBs�.

The map α is actually a bijection, for if a1, a2 P A with

a1 � a2

then choosing, by 3.15(b), U P X with

rra1 � a2ss R U,

we have
pαa1qpUq � pαa2qpUq.

Finally, to see that α is an isomorphism, let a1, . . . , an P A, and suppose f is
an n-ary function symbol. Then for U P X and p such that

σpfpa1, . . . , anq, Uq � p

we can use

fpa1, . . . , anq
�1ppq �

¤
piPP

fpp1,...,pnq�p

a�1
1 pp1q X � � � X a

�1
n ppnq

and
fpa1, . . . , anq

�1ppq P U

to show that, for some choice of p1, . . . , pn with fpp1, . . . , pnq � p,

a�1
1 pp1q X � � � X a

�1
n ppnq P U.

Hence
a�1
i ppiq P U, 1 ¤ i ¤ n,
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and thus
σpai, Uq � pi, 1 ¤ i ¤ n.

Consequently,

αpfpa1, . . . , anqqpUq � σpfpa1, . . . , anq, Uq

� p

� fpp1, . . . , pnq

� fpσpa1, Uq, . . . , σpan, Uqq

� fppαa1qpUq, . . . , pαanqpUqq

� fpαa1, . . . , αanqpUq,
so

αfpa1, . . . , anq � fpαa1, . . . , αanq. l
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EXERCISES §7

1. Show that a primal lattice is trivial.

2. Show that if B is a primal Boolean algebra, then |B| ¤ 2.

3. Prove that for p a prime number, xZ{ppq,�, ���,�, 0, 1y is a primal algebra.

4. Prove that the Post algebras Pn are primal.

5. If B1,B2 are Boolean algebras and α : B1 Ñ B2 is a homomorphism, let α : B��
1 Ñ

B��
2 be the corresponding homomorphism defined by αpNbq � Nαpbq. Then, given

any algebra A, define α� : ArB1s
� Ñ ArB2s

� by

rrα�c � cass � αrrc � cass, for a P A.

Show that α� is a homomorphism from ArB1s
� to ArB2s

�.

6. If P is a primal algebra, show that the only homomorphisms from PrB1s
� to PrB2s

�

are of the form α� described in Exercise 5.

6. If P is a nontrivial primal algebra, show that PrB1s
� � PrB2s

� iff B1 � B2.

8. (Sierpiński). Show that any finitary operation on a finite set A is expressible as a
composition of binary operations.

§8 Boolean Products

Boolean products provide an effective generalization of the notion of Boolean
power. Actually the construction that we call “Boolean product” has been known
for several years as “the algebras of global sections of sheaves of }
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algebras over Boolean spaces”; however, the definition of the latter was unneces-
sarily involved.

Definition 8.1. A Boolean product of an indexed family pAxqxPX , X � Ø, of
algebras is a subdirect product A ¤

±
xPX Ax, where X can be endowed with a

Boolean space topology so that

(i) rra � bss is clopen for a, b P A, and
(ii) if a, b P A and N is a clopen subset of X , then

aæN Y bæX�N P A.

We refer to condition (i) as “equalizers are clopen”, and to condition (ii) as “the
patchwork property” (draw a picture!). For a class of algebrasK, let Γ apKq denote
the class of Boolean products which can be formed from nonempty subsets of K.
Thus Γ apKq � PSpKq.

Our definition of Boolean product is indeed very close to the description of
Boolean powers given in 5.6. In this section we will develop a technique for
establishing the existence of Boolean product representations, and apply it to
biregular rings. But first we need to develop some lattice-theoretic notions and
results.

Definition 8.2. Let L be a lattice. An ideal I of L is a nonempty subset of L such
that

(i) a P I, b P L, and b ¤ añ b P I ,

(ii) a, b P I ñ a_ b P I .

I is proper if I � L, and I is maximal if I is maximal among the proper ideals of
L. Similarly we define filters, proper filters, and maximal filters of L.

Parallel to 3.7, 3.8, and 3.9 we have (using the same proofs) the following.

Lemma 8.3. The set of ideals and the set of filters of a lattice are closed under
finite intersection, and arbitrary intersection provided the intersection is not empty.

Definition 8.4. Given a lattice L and a nonempty set X � L, let IpXq denote
the least ideal of L containing X , called the ideal generated by X , and let F pXq
denote the least filter of L containing X , called the filter generated by X .

Lemma 8.5. For a lattice L and Ø � X � L we have

IpXq � ta P L : a ¤ a1 _ � � � _ an for some a1, . . . , an P Xu

F pXq � ta P L : a ¥ a1 ^ � � � ^ an for some a1, . . . , an P Xu.

In particular if J is an ideal of L and b P L, then

IpJ Y tbuq � ta P L : a ¤ j _ b for some j P Ju.
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Definition 8.6. A lattice L is said to be relatively complemented if for

a ¤ b ¤ c

in L there exists d P L with

b^ d � a,

b_ d � c.

d is called a relative complement of b in the interval ra, cs.

Lemma 8.7. Suppose L is a relatively complemented distributive lattice with I
an ideal of L and a P L� I . Then there is a maximal ideal M of L with

I �M, a RM.

Furthermore, L�M is a maximal filter of L. The same results hold interchanging
the words ideal and filter.

PROOF. Use Zorn’s lemma to extend I to an ideal M which is maximal among the
ideals of L containing I , but to which a does not belong. It only remains to show
that M is actually a maximal ideal of L. For b1, b2 RM we have

a P IpM Y tbiuq, i � 1, 2;

hence for some ci PM, i � 1, 2,

a ¤ b1 _ c1,

a ¤ b2 _ c2.Hence

a ¤ pb1 _ c1q ^ pb2 _ c2q

� pb1 ^ b2q _ rpb1 ^ c2q _ pc1 ^ b2q _ pc1 ^ c2qs.

As the element in brackets is in M , we must have

b1 ^ b2 RM

as a R M . Thus it is easily seen that L �M is a filter. Now given b1, b2 R M ,
choose c PM with

c ¤ b1.

Then let d1 P L be such that

b1 _ d1 � b1 _ b2,

b1 ^ d1 � c,

i.e., d1 is a relative complement of b1 in the interval rc, b1 _ b2s. As L�M is a
filter and c R L�M , it follows that d1 PM . But then

b2 ¤ b1 _ d1

says
b2 P IpM Y tb1uq;
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hence
L � IpM Y tb1uq.

Consequently M is a maximal ideal. l

Lemma 8.8. In a distributive lattice relative complements are unique if they exist.

PROOF. Suppose L is a distributive lattice and

a ¤ b ¤ c

in L. If d1 and d2 are relative complements of b in the interval ra, cs, then

d1 � d1 ^ c

� d1 ^ pb_ d2q

� pd1 ^ bq _ pd1 ^ d2q

� d1 ^ d2.

Likewise
d2 � d1 ^ d2,

so
d1 � d2.

l

Definition 8.9. If L is a relatively complemented distributive lattice with a least
element 0 and a, b P L, then a r b denotes the relative complement of b in the
interval r0, a_ bs.

Lemma 8.10. If L is a distributive lattice with a least element 0 such that for
a, b P L the relative complement pdenoted a r bq of b in the interval r0, a _ bs
exists, then L is relatively complemented.

PROOF. Let
a ¤ b ¤ c

hold in L. Let
d � a_ pcr bq.

Then
b_ d � b_ pcr bq � c,

and
b^ d � b^ ra_ pcr bqs

� a_ rb^ pcr bqs

� a,

so d is a relative complement of b in ra, cs. l

Now we have all the facts we need about relatively complemented distributive
lattices, so let us apply them to the study of Boolean products.



158 IV Starting from Boolean Algebras

Definition 8.11. If A is an algebra, then an embedding

α : AÑ
¹
xPX

Ax

gives a Boolean product representation of A if αpAq is a Boolean product of the
Ax’s.

Theorem 8.12. Let A be an algebra. Suppose L is a sublattice of Con A such
that

(i) ∆ P L,
(ii) the congruences in L permute,

(iii) L is a relatively complemented distributive lattice, and
(iv) for each a, b P A there is a smallest member θab of L with xa, by P θab.

Let
X � tM : M is a maximal ideal of Lu Y tLu,

and introduce a topology on X with a subbasis

tNθ : θ P Lu Y tDθ : θ P Lu

where
Nθ � tM P X : θ PMu,

and
Dθ � tM P X : θ RMu.

Then X is a Boolean space,
�
M is a congruence for each M P X , and the map

α : AÑ
¹
MPX

pA
L¤

Mq

defined by
pαaqpMq � a

L¤
M

gives a Boolean product representation of A such that

rrαa � αbss � Nθab .

Consequently,
A P IΓ aptA

L¤
M : M P Xuq.

PROOF.

Claim i. The subbasis

tNθ : θ P Lu Y tDθ : θ P Lu

is a field of subsets of X , hence a basis for the topology. In particular,

(a) X � N∆, Ø � D∆,
and for θ, φ P L,
(b) Nθ YNφ � NθXφ,
(c) Nθ XNφ � Nθ_φ,
(d) Dθ YDφ � Dθ_φ,
(e) Dθ XDφ � DθXφ,
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(f) Nθ YDφ � Nθrφ,
(g) Nθ XDφ � Dφrθ,
and
(h) X � Nθ YDθ, Ø � Nθ XDθ.

PROOF. (a) Clearly
X � N∆, Ø � D∆.

The proofs below make frequent use of the fact that L �M is a filter of L if
M P X � tLu.

(b) M P Nθ YNφ iff θ PM or φ PM

iff θ X φ PM

iff M P NθXφ.

One handles (c) similarly.

(d) M P Dθ YDφ iff θ RM or φ RM

iff θ _ φ RM

iff M P Dθ_φ.

One handles (e) similarly.

(f) From the statements

φX pθ r φq � ∆

θ r φ � θ

θ � θ _ φ � φ_ pθ r φq
it follows, for M P X , that

φ PM or θ r φ PM

θ RM or θ r φ PM

φ RM or θ r φ RM or θ PM.

The first two give
θ r φ RM ñ θ RM and φ PM

and from the third
θ r φ PM ñ θ PM or φ RM.

Thus
θ r φ PM ô θ PM or φ RM.

(g) This is an immediate consequence of (f).

(h) (These assertions are obvious.)

Thus we have a field of subsets of X . l

Claim ii. X is a Boolean space.

PROOF. If M1,M2 P X and M1 � M2, then without loss of generality let
θ PM1 �M2. Then

M1 P Nθ,

M2 P Dθ,
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so X is Hausdorff. From claim (i) we have a basis of clopen subsets. So we only
need to show X is compact. Suppose

X �
¤
iPI

Nθi Y
¤
jPJ

Dφj .

As L P X it follows that I � Ø, say i0 P I . Let

Dθ1i
� Nθi XDθi0

and
Dφ1j

� Dφj XDθi0
.

Then

Dθi0
� X XDθi0

�
¤
iPI

Dθ1i
Y

¤
jPJ

Dφ1j
.

If the ideal of L generated by

tθ1i : i P Iu Y tφ1j : j P Ju

does not contain θi0 , then it can be extended to a maximal ideal M of L such that
θi0 RM . But then

M P Dθi0
�
�¤
iPI

Dθi Y
¤
jPJ

Dφ1j

	
,

which is impossible. Thus by 8.5 for some finite subsets I0 (of Iq and J0 (of Jq
we have

θi0 ¤
ª
iPI0

θ1i _
ª
jPJ0

φ1j ;

hence, by claim (i),
Dθi0

�
¤
iPI0

D1
θi
Y

¤
jPJ0

Dφ1j
.

As
Dθ1i

� Nθi ,

Dφ1j
� Dφj

we have
X � Nθi0

YDθi0

� Nθi0
Y

¤
iPI0

Nθi Y
¤
jPJ0

Dφj ,

so X is compact. l

Claim iii. α gives a Boolean product representation of A.

PROOF. Certainly α is a homomorphism. If a � b in A, then

tθ P L : xa, by P θu
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is a proper filter of L. Extend this to a maximal filter F of L, and let

M � L� F,
a maximal ideal of L. Thus xa, by R

¤
M

as
xa, by R θ

for θ PM . From this follows £
MPX

�¤
M

	
� ∆,

so αA is a subdirect product of the A{
�
M by II§8.2.

For a, b P A we have

rrαa � αbss �
!
M P X; xa, by P

¤
M

)
� tM P X : θab PMu

� Nθab ,
so equalizers are clopen.

Next given a, b P A and θ P L we want to show

pαaqæNθ Y pαbqæX�Nθ P αA.

Choose φ P L such that
xa, by P φ.

Then
xa, by P θ _ φ � θ _ pφr θq,

so by the permutability of members of L there is a c P A with

xa, cy P θ,

xc, by P φr θ.
As

rrαa � αcss � Nθac

� Nθ

and
rrαc � αbss � Nθcb

� Nφrθ

� Nφ YDθ

� Dθ

we have
αc � αaæNθ Y αbæDθ ,

so αA has the patchwork property. l
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Definition 8.13. Given A let

Spec A � tφ P Con A : φ is a maximal congruence on Au Y t

∆

u,

and let the topology on Spec A be generated by

tEpa, bq|a, b P Au Y tDpa, bq|a, b P Au,

where

Epa, bq � tφ P Spec A : xa, by P φu,

Dpa, bq � tφ P Spec A : xa, by R φu.

Corollary 8.14. Let A be an algebra such that the finitely generated congruences
permute and form a sublattice L of Con A which is distributive and relatively
complemented. Then the natural map

β : AÑ
¹

θP SpecA

A{θ

gives a Boolean product representation of A, and for a, b P A,

rrβa � βbss � Epa, bq.

PROOF. Let M P X, X as defined in 8.12. If

M � L

then ¤
M �

∆

P Spec A.

If
M � L,

then for some a, b P A,
Θpa, bq RM,

so
xa, by R

¤
M.

If
�
M is not maximal then, for some θ P Con A,¤

M � θ �

∆

and ¤
M � θ.

But
θ �

¤
tφ P L : φ � θu,

so
I � tφ P L : φ � θu

is a proper ideal of L such thatM � I butM � I . This contradicts the maximality
of M . Hence M P X implies ¤

M P Spec A.
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If M1,M2 P X with
M1 �M2,

then it is readily verifiable that ¤
M1 �

¤
M2.

And for θ P Spec A, clearly

tφ P L : φ � θu

is in X . Thus the map
σ : X Ñ Spec A

defined by
σM �

¤
M

is a bijection. For a, b P A note that

σpNΘpa,bqq � σtM P X : Θpa, bq PMu

�
!¤

M : M P X, xa, by P
¤
M

)
� tθ P Spec A : xa, by P θu

� Epa, bq;

hence σ is a homeomorphism from X to Spec A. Thus

β : AÑ
¹

θP Spec A

A{θ

gives a Boolean product representation of A where

rrβa � βbss � Epa, bq.
l

EXAMPLE (Dauns and Hofmann). A ring R is biregular if every principal ideal is
generated by a central idempotent (we only consider two-sided ideals). For r P R
let Iprq denote the ideal of R generated by r. If a and b are central idempotents of
R, it is a simple exercise to verify

Ipaq _ Ipbq � Ipa� b� abq

and
Ipaq ^ Ipbq � Ipabq.

Thus, for R biregular, all finitely generated ideals are principal, and they form a
sublattice of the lattice of all ideals of R. From the above equalities one can readily
check the distributive laws, and finally

Ipbqr Ipaq � Ipb� abq,

i.e., the finitely generated ideals of R form a relatively complemented distributive
sublattice of the lattice of ideals of R; and of course all rings have permutable
congruences. Thus by 8.14, R is isomorphic to a Boolean product of simple rings
and a trivial ring. (A lemma of Arens and Kaplansky shows that the simple rings
have a unit element.)
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EXERCISES §8

1. If L is a distributive lattice, I is an ideal of L, and a P L� I , show that there is an
ideal J which contains I but a R J , and L� J is a filter of L. However, show that
J cannot be assumed to be a maximal ideal of L.

2. (Birkhoff). Show that if L is a subdirectly irreducible distributive lattice, then
|L| ¤ 2.

3. Verify the details of the example (due to Dauns and Hofmann) at the end of §8.

4. Let A be an algebra with subalgebra A0. Given a Boolean algebra B and a closed
subset Y of B�, let

C � tc P ArBs� : cpY q � A0u.

Show that C is a subuniverse of ArBs�, and C P Γ aptA,A0uq.

5. If A is a Boolean product of pAxqxPX and Y is a subset of X , let AæY � taæY :
a P Au, a subuniverse of

±
xPY Ax. Let the corresponding subalgebra be AæY . If

N is a clopen subset of X, Ø � N � X , show

A � AæN �AæX�N .

Hence conclude that if a variety V can be expressed as V � IΓ apKq, then all the
directly indecomposable members of V are in IpKq.

§9 Discriminator Varieties

In this section we look at the most successful generalization of Boolean algebras
to date, successful because we obtain Boolean product representations (which can
be used to provide a deep insight into algebraic and logical properties).

Definition 9.1. The discriminator function on a set A is the function t : A3 Ñ A
defined by

tpa, b, cq �

#
a if a � b

c if a � b.

A ternary term tpx, y, zq representing the discriminator function on A is called a
discriminator term for A.

Lemma 9.2. (a) An algebra A has a discriminator term iff it has a switching term
(see §7).

(b) An algebra A with a discriminator term is simple.
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PROOF. (a) pñq If tpx, y, zq is a discriminator term for A, let spx, y, u, vq �
tptpx, y, uq, tpx, y, vq, vq.

pðq If spx, y, u, vq is a switching term for A, then let tpx, y, zq � spx, y, z, xq.

(b) Let spx, y, u, vq be a switching term for A. If a, b, c, d P A with a � b, we
have

xc, dy � xspa, a, c, dq, spa, b, c, dqy P Θpa, bq;

hence
a � bñ Θpa, bq �

∆

.

Thus A is simple. l

Definition 9.3. Let K be a class of algebras with a common discriminator term
tpx, y, zq. Then V pKq is called a discriminator variety.

EXAMPLES. (1) If P is a primal algebra, then V pPq is a discriminator variety.

(2) The cylindric algebras of dimension n form a discriminator variety. To
see this let cpxq � c0pc1p. . . pcn�1pxq . . . q. From §3 Exercise 7 we know that a
cylindric algebra A of dimension n is subdirectly irreducible iff for a P A,

a � 0 ñ cpaq � 1.

Thus the term tpx, y, zq given by

rcpx� yq ^ xs _ rcpx� yq1 ^ zs

is a discriminator term on the subdirectly irreducible members. This ensures that
the variety is a discriminator variety.

Theorem 9.4 (Bulman-Fleming, Keimel, Werner). Let tpx, y, zq be a discrimina-
tor term for all algebras in K. Then
(a) V pKq is an arithmetical variety.
(b) The indecomposable members of V pKq are simple algebras, and
(c) The simple algebras are precisely the members of ISPU pK�q, where K� is K,
augmented by a trivial algebra.
(d) Furthermore, every member of V pKq is isomorphic to a Boolean product of
simple algebras, i.e.,

V pKq � IΓ aSPU pK�q.

PROOF. As tpx, y, zq is a 2{3-minority term for K, we have an arithmetical variety
by II§12.5. Hence the subdirectly irreducible members of V pKq are in HSPU pKq
by 6.8. For Ai P K, i P I, U P SupIq�, and a, b, c P

±
iPI Ai, if

a{U � b{U

then

tpa{U, b{U, c{Uq � tpa, b, cq{U

� c{U
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as
rrtpa, b, cq � css P U

since
rra � bss P U

and
rrtpa, b, cq � css � rra � bss.

Likewise,

rra � bss R U

ñ I � rra � bss P U

ñ rrtpa, b, cq � ass P U ;

hence
a{U � b{U ñ tpa{U, b{U, c{Uq � a{U ;

thus t is a discriminator term for
±
iPI Ai{U . If now

B ¤
¹
iPI

Ai{U

then t is also a discriminator term for B. Consequently, all members of SPU pKq
are simple by 9.2. It follows by 6.8 that the subdirectly irreducible members of
V pKq are up to isomorphism precisely the members of SPU pK�q, and all subdi-
rectly irreducible algebras are simple algebras with tpx, y, zq as a discriminator
term.

To see that we have Boolean product representations let

A P PSSPU pK�q,

say A ¤
±
iPI Si,Si P SPU pK�q. Let spx, y, u, vq be a switching term for

SPU pK�q (which must exist by 9.2). If a, b, c, d P A and

rra � bss � rrc � dss

then
xc, dy � xspa, a, c, dq, spa, b, c, dqy P Θpa, bq.

Thus
xa, by P txc, dy : rra � bss � rrc � dssu � Θpa, bq.

The set
txc, dy : rra � bss � rrc � dssu

is readily seen to be a congruence on A; hence

Θpa, bq � txc, dy : rra � bss � rrc � dssu.

From this it follows that

Θpa, bq _Θpc, dq � Θptpa, b, cq, tpb, a, dqq

Θpa, bq ^Θpc, dq � Θpspa, b, c, dq, cq.

Let us verify these two equalities. For i P I ,

tpa, b, cqpiq � tpb, a, dqpiq
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holds iff
apiq � bpiq and cpiq � dpiq;

hence
rrtpa, b, cq � tpb, a, dqss � rra � bss X rrc � dss,

so
xa, by, xc, dy P Θptpa, b, cq, tpb, a, dqq,

thus
Θpa, bq, Θpc, dq � Θptpa, b, cq, tpb, a, dqq.

This gives
Θpa, bq _Θpc, dq � Θptpa, b, cq, tpb, a, dqq.

Now clearly
xtpa, b, cq, tpb, a, dqy P Θpa, bq _Θpc, dq

as
tpa, b, cqΘpa, bqtpa, a, cqΘpc, dqtpa, a, dqΘpa, bqtpb, a, dq.

Thus
xtpa, b, cq, tpb, a, dqy P Θpa, bq _Θpc, dq,

so
Θpa, bq _Θpc, dq � Θptpa, b, cq, tpb, a, dqq.

Next, note that

spa, b, c, dqpiq � cpiq iff apiq � bpiq or cpiq � dpiq;

hence
rrspa, b, c, dq � css � rra � bss Y rrc � dss.

This immediately gives

Θpspa, b, c, dq, cq � Θpa, bq, Θpc, dq,

so
Θpspa, b, c, dq, cq � Θpa, bq XΘpc, dq.

Conversely, if
xe1, e2y P Θpa, bq XΘpc, dq

then
rra � bss, rrc � dss � rre1 � e2ss,

so

rrspa, b, c, dq � css � rra � bss Y rrc � dss

� rre1 � e2ss,

thus
xe1, e2y P Θpspa, b, c, dq, cq.

This shows
Θpa, bq XΘpc, dq � Θpspa, b, c, dq, cq.

The above equalities show that the finitely generated congruences on A form a
sublattice L of Con A, and indeed they are all principal. As V pKq is arithmetical
L is a distributive lattice of permuting congruences. Next we }
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show the existence of relative complements. For a, b, c, d P A note that

Θpc, dq ^Θpspc, d, a, bq, bq � Θpspc, d, spc, d, a, bq, bq, spc, d, a, bqq

� ∆

as one can easily verify

spc, d, spc, d, a, bq, bq � spc, d, a, bq;

and

Θpc, dq _Θpspc, d, a, bq, bq � Θptpc, d, spc, d, a, bqq, tpd, c, bqq

� Θptpc, d, aq, tpd, c, bqq

(just verify that both of the corresponding equalizers are equal to rrc � dss X rra �
bssq; hence

� Θpa, bq _Θpc, dq.

Thus
Θpa, bqrΘpc, dq � Θpspc, d, a, bq, bq,

so L is relatively complemented.

Applying 8.14, we see that A P IΓ aSPU pK�q.

Note that if a variety V is such that V � IΓ apKq then VDI � IpKq, where
VDI is the class of directly indecomposable members of V . l
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EXERCISES §9

1. (a) Show that the variety of rings with identity generated by finitely many finite
fields is a discriminator variety. (b) Show that the variety of rings generated by
finitely many finite fields is a discriminator variety.

2. If A is a Boolean product of an indexed family Ax, x P X , of algebras with a
common discriminator term, show that for each congruence θ on A there is a closed
subset Y of X such that

θ � txa, by P A�A : Y � rra � bssu,

and hence for θ a maximal congruence on A there is an x P X such that

θ � txa, by P A�A : apxq � bpxqu.

3. If A1,A2 are two nonisomorphic algebras with A1 ¤ A2, and with a common
ternary discriminator term, show that there is an algebra in Γ aptA1,A2uq which is
not isomorphic to an algebra of the form A1rB1s

� �A2rB2s
�.

The spectrum of a variety V, Spec pV q, is t|A| : A P V, A is finiteu.

4. (Grätzer). For S a subset of the natural numbers, show that S is the spectrum
of some variety iff 1 P S and m,n P S ñ m ��� n P S. [Hint: Find a suitable
discriminator variety.]
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5. (Werner). Let R be a biregular ring, and for a P R let a� be the central idem-
potent which generates the same ideal as a. Show that the class of algebras
xR,�, ���,�, 0, �y generates a discriminator variety, and hence deduce from 9.4
the Dauns-Hofmann theorem in the example at the end of §8.

§10 Quasiprimal Algebras

Perhaps the most successful generalization of the two-element Boolean algebra
was introduced by Pixley in 1970. But before looking at this, we want to consider
three remarkable results which will facilitate the study of these algebras.

Lemma 10.1 (Fleischer). Let C be a subalgebra of A �B, where A,B are in
a congruence-permutable variety V . Let A1 be the image of C under the first
projection map α, and let B1 be the image of C under the second projection map
β. Then

C � txa, by P A1 �B1 : α1paq � β1pbqu

for some surjective homomorphisms α1 : A1 Ñ D, β1 : B1 Ñ D.

PROOF. Let θ � kerαæC _ kerβæC , and let ν be the natural map from C to C{θ.
Next, define

α1 : A1 Ñ C{θ

to be the homomorphism such that

ν � α1 � αæC ,

and
β1 : B1 Ñ C{θ

to be such that
ν � β1 � βæC .

(See Figure 29.) Suppose c P C. Then

c � xαc, βcy P A1 �B1

and

α1pαcq � νc

� β1pβcq,

so
c P txa, by P A1 �B1 : α1paq � β1pbqu.

Conversely, if
xa, by P A1 �B1 and α1paq � β1pbq

let c1, c2 P C with
αpc1q � a, βpc2q � b.
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Then

νpc1q � α1αpc1q

� α1paq

� β1pbq

� β1pβc2q

� νpc2q,

so
xc1, c2y P θ;

hence xc1, c2y P kerα � kerβ as C has permutable congruences. Choose c P C
such that

c1pkerαqcpkerβqc2.

Then

αpcq � αpc1q � a,

βpcq � βpc2q � b,

so
c � xa, by;

hence
xa, by P C.

This proves
C � txa, by P A1 �B1 : α1paq � β1pbqu. l

Corollary 10.2 (Foster-Pixley). Let S1, . . . ,Sn be simple algebras in a congruence-
permutable variety V . If

C ¤ S1 � � � � � Sn
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is a subdirect product, then

C � Si1 � � � � � Sik

for some ti1, . . . , iku � t1, . . . , nu.

PROOF. Certainly the result is true if n � 1. So suppose m ¡ 1 and the result is
true for all n   m. Then C is isomorphic in an obvious way to a subalgebra C�

of pS1 � � � � � Sm�1q � Sm. Let

A � S1 � � � � � Sm�1,

B � Sm.

Let

α1 : A1 Ñ D,

β1 : B1 Ñ D

be as in 10.1. (Of course B1 � B.q As β1 is surjective and B1 is simple, it follows
that D is simple.

If D is nontrivial, then β1 is an isomorphism. In this case

C� � txa, by P A1 �B1 : α1a � β1bu

implies
C� � txa, β1�1α1ay : a P A1u,

so
A1 � C�

under the map
a ÞÑ xa, β1�1α1ay

(just use the fact that β1�1α1 is a homomorphism from A1 to B1q, and hence
C � A1. As

A1 ¤ S1 � � � � � Sm�1

is a subdirect product, then the induction hypothesis implies C is isomorphic to a
product of some of the Si, 1 ¤ i ¤ m.

The other case to consider is that in which D is trivial. But then

C� � txa, by P A1 �B1 : α1a � β1bu

� A1 �B1,

so
C � A1 �B1.

As A1 is isomorphic to some product of the Si and B1 is isomorphic to Sm, we
have C isomorphic to a product of suitable Si’s. l

Definition 10.3. Let f be a function from An Ñ A. Define f on A2 by

fpxa1, b1y, . . . , xan, bnyq � xfpa1, . . . , anq, fpb1, . . . , bnqy.
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For an algebra A we say f preserves subalgebras of A2 if, for any B ¤ A2,

fpBnq � B,

i.e., B is closed under f .

Lemma 10.4 (Baker-Pixley). Let A be a finite algebra of type F with a majority
term Mpx, y, zq. Then for any function

f : An Ñ A, n ¥ 1,

which preserves subalgebras of A2 there is a term ppx1, . . . , xnq of type F repre-
senting f on A.

PROOF. First note that for B ¤ A we have

fpBnq � B

as
C � txb, by : b P Bu

is a subuniverse of A2; hence
fpCnq � C,

i.e., if we are given b1, . . . , bn P B there is a b P B such that

fpxb1, b1y, . . . , xbn, bnyq � xb, by.

But then
fpb1, . . . , bnq � b.

Thus given any n-tuple xa1, . . . , any P A
n we can find a term p with

ppa1, . . . , anq � fpa1, . . . , anq

as
fpa1, . . . , anq P Sgpta1, . . . , anuq

(see II§10.3). Also given any two elements

xa1, . . . , any, xb1, . . . , bny P A
n,

we have

f
�
xa1, b1y, . . . , xan, bny

�
P Sg

�
txa1, b1y, . . . , xan, bnyu

�
;

hence there is a term q with

q
�
xa1, b1y, . . . , xan, bny

�
� f

�
xa1, b1y, . . . , xan, bny

�
,

so
qpa1, . . . , anq � fpa1, . . . , anq

and
qpb1, . . . , bnq � fpb1, . . . , bnq.

Now suppose that for every k elements of An, k ¥ 2, we can find a term
function p which agrees with f on those k elements. If k � |A|n, let S be a set of
k � 1 elements of An. Choose three distinct members xa1, . . . , any, }
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xb1, . . . , bny, xc1, . . . , cny of S, and then choose terms p1, p2, p3 such that p1

agrees with f on the set S � txa1, . . . , anyu, etc. Let

ppx1, . . . , xnq �M
�
p1px1, . . . , xnq, p2px1, . . . , xnq, p3px1, . . . , xnq

�
.

Since for any member of S at least two of p1, p2, p3 agree with f , it follows that
p agrees with f on S. By iterating this procedure we are able to construct a term
which agrees with f everywhere. l

Definition 10.5. An algebra S is hereditarily simple if every subalgebra is simple.

Definition 10.6. A finite algebra A with a discriminator term is said to be
quasiprimal.

Theorem 10.7 (Pixley). A finite algebra A is quasiprimal iff V pAq is arithmetical
and A is hereditarily simple.

PROOF. pñq In §9 we verified that if A has a discriminator term then A is
hereditarily simple and V pAq is arithmetical.

pðq Let t : A3 Ñ A be the discriminator function on A. Since V pAq is
arithmetical, it suffices by 10.4 and II§12.5 to show that t preserves subalgebras
of A2. So let C be a subalgebra of A2. Let A1 be the image of C under the first
projection map, and A2 the image of C under the second projection map. By 10.1
there is an algebra D and surjective homomorphisms

α1 : A1 Ñ D,

β1 : A2 Ñ D

such that
C �

 
xa1, a2y P A1 �A2 : α1a1 � β1a2

(
.

As A is hereditarily simple, it follows that either α1 and β1 are both isomorphisms,
or D is trivial. In the first case

C �
 
xa1, β1�1α1a1y : a1 P A1

(
,

and in the second case
C � A1 �A2.

Now let
xa1, a2y, xb1, b2y, xc1, c2y P A2,

and let C be the subuniverse of A2 generated by these three elements. If C is of
the form

txa1, γa1y : a1 P A1u

for some isomorphism
γ : A1 Ñ A2

pγ was β1�1α1 above), then

xa1, a2y � xb1, b2y iff a1 � b1;
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hence

t
�
xa1, a2y, xb1, b2y, xc1, c2y

�
�
@
tpa1, b1, c1q, tpa2, b2, c2q

D
�

#
xc1, c2y if a1 � b1

xa1, a2y if a1 � b1,

and in either case it belongs to C. If C is

A1 �A2,

then as

t
�
xa1, a2y, xb1, b2y, xc1, c2y

�
P
 
xa1, a2y, xa1, c2y, xc1, c2y, xc1, a2y

(
� C

we see that this, combined with the previous sentence, shows t preserves subalge-
bras of A2. l

Corollary 10.8 (Foster-Pixley). For a finite algebra A the following are equiva-
lent:
(a) A is primal,
(b) V pAq is arithmetical and A is simple with no subalgebras except itself, and
the only automorphism of A is the identity map, and
(c) A is quasiprimal and A has only one subalgebra pitself q and only one auto-
morphism pthe identity mapq.

PROOF. pa ñ bq If A is primal then there is a discriminator term for A so V pAq
is arithmetical and A is simple by §9. As all unary functions on A are represented
by terms, A has no subalgebras except A, and only one automorphism.

pb ñ cq This is immediate from 10.7.

pc ñ aqA2 can have only A2 and txa, ay : a P Au as subuniverses in view
of the details of the proof of 10.7. Thus for f : An Ñ A, n ¥ 1, it is clear that
f preserves subalgebras of A2. By 10.4, f is representable by a term p, so A is
primal. l

EXAMPLES. (1) The ring Z{ppq � xZ{ppq,�, ���,�, 0, 1y is primal for p a prime
number as Z{ppq � t1, 1� 1, . . . u; hence Z{ppq has no subalgebras except itself,
and only one automorphism. A discriminator term is given by

tpx, y, zq � px� yqp�1 ��� x� r1� px� yqp�1s ��� z.

(2) The Post algebra Pn � xt0, 1, . . . , n� 1u,_,^, 1, 0, 1y is primal as Pn �
t0, 01, . . . , 0pn�1qu, where apkq means k applications of 1 to a; hence Pn has no
subalgebras except Pn, and no automorphisms except the identity map. For the
discriminator term we can proceed as follows. For a, b P Pn,©

1¤k¤n

apkq _ bpkq � 0 iff a � b

� ©
1¤j¤n�1

apjq
	1
�

#
0 if a � 0

1 if a � 0.
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Thus let
gpa, bq �

� ©
1¤j¤n�1

� ©
1¤k¤n

apkq _ bpkq
	pjq �1

.

Then

gpa, bq �

#
0 if a � b

1 if a � b.

Now we can let

tpx, y, zq � rgpx, yq ^ xs _ rgpgpx, yq, 1q ^ zs.

It is fairly safe to wager that the reader will think that quasiprimal algebras are
highly specialized and rare—however Murskiı̌ proved in (4) below that almost all
finite algebras are quasiprimal.
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EXERCISES §10

1. Show that one cannot replace the “congruence-permutable” hypothesis of 10.1 by
“congruence-distributive”. [It suffices to choose C to be a three-element lattice.]

2. Show that every finite subdirect power of the alternating group A5 is isomorphic to
a direct power of A5.

3. If V is a congruence-permutable variety such that every subdirectly irreducible
algebra is simple, show that every finite algebra in V is isomorphic to a direct
product of simple algebras.

4. (Pixley). Show that a finite algebra A is quasiprimal iff every n-ary function, n ¥ 1,
on A which preserves the subuniverses of A2 consisting of the isomorphisms
between subalgebras of A can be represented by a term.

5. (Quackenbush). An algebra A is demi-semi-primal if it is quasiprimal and each iso-
morphism between nontrivial subalgebras of A can be extended to an automorphism
of A. Show that a finite algebra A is demi-semi-primal iff every n-ary function,
n ¥ 1, on A which preserves the subalgebras of A and the subuniverses of A2

consisting of the automorphisms of A can be represented by a term.

6. (Foster-Pixley). An algebra A is semiprimal if it is quasiprimal with distinct
nontrivial subalgebras being nonisomorphic, and no subalgebra of A has a proper
automorphism. Show that a finite algebra A is semiprimal iff every n-ary function,
n ¥ 1, on A which preserves the subalgebras of A can be represented by a term.



176 IV Starting from Boolean Algebras

§11 Functionally Complete Algebras and
Skew-free Algebras

A natural generalization of primal algebras would be to consider those finite
algebras A such that every finitary function on A could be represented by a
polynomial (see II§13.3). Given an algebra A of type F , recall the definition of
FA and AA given in II§13.3.

Definition 11.1. A finite algebra A is functionally complete if AA is primal, i.e.,
if every finitary function on A is representable by a polynomial.

In this section we will prove Werner’s remarkable characterization of function-
ally complete algebras A, given that V pAq is congruence-permutable.

Definition 11.2. Let 2L denote the two-element distributive lattice x2,_,^y
where 2 � t0, 1u and 0   1.

Lemma 11.3. Let S be a finite simple algebra such that V pSq is congruence-
permutable and

ConpSnSq � 2nL

for n   ω. Then S is functionally complete.

PROOF. For brevity let F denote FV pSSqpx, y, zq. From II§11.10 it follows that
F P ISP pSSq. As SS has no proper subalgebras, F is subdirectly embeddable in
SkS for some k. Then from 10.2, we have

F � SnS

for some n, so by hypothesis

ConpFq � 2nL.

Thus Con F is distributive, so by II§12.7, V pSSq is congruence-distributive. Since
V pSq is congruence-permutable so is V pSSq (just use the same Mal’cev term for
permutability); hence V pSSq is arithmetical. As SS has only one automorphism,
we see from 10.8 that SS is primal, so S is functionally complete. l

The rest of this section is devoted to improving the formulation of 11.3.

Definition 11.4. Let θi P Con Ai, 1 ¤ i ¤ n. The product congruence

θ1 � � � � � θn

on A1 � � � � �An is defined by

xxa1, . . . , any, xb1, . . . , bnyy P θ1 � � � � � θn
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iff
xai, biy P θi for 1 ¤ i ¤ n.

(We leave the verification that θ1 � � � � � θn is a congruence on A1 � � � � �An to
the reader.)

Definition 11.5. A subdirect product

B ¤ B1 � � � � �Bk

of finitely many algebras is skew-free if all the congruences on B are of the form

pθ1 � � � � � θkq XB
2,

where θi P Con Bi, i.e., the congruences on B are precisely the restrictions of the
product congruences on B1�� � ��Bk to B. A finite set of algebras tA1, . . . ,Anu
is totally skew-free if every subdirect product

B ¤ B1 � � � � �Bk

is skew-free, where Bi P tA1, . . . ,Anu.

Lemma 11.6. The subdirect product

B ¤ B1 � � � � �Bk

is skew-free iff
θ � pθ _ ρ1q X � � � X pθ _ ρkq

for θ P Con B, where
ρi � pkerπiq XB

2

and πi is the ith projection map on B1 � � � � �Bk.

PROOF. pñq Given B skew-free let θ P Con B. Then

θ � pθ1 � � � � � θkq XB
2

for suitable θi P Con Bi. Let

νi : BÑ B{pθ _ ρiq

be the canonical homomorphism, and let

pπi : BÑ Bi

be the ith projection of B1 � � � � �Bk restricted to B. Then as

ker pπi � ρi � θ _ ρi � ker νi

there is a homomorphism

αi : Bi Ñ B{pθ _ ρiq

such that
νi � αipπi.
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Now for a, b P B we have

xa, by P θ _ ρi iff νipaq � νipbq

iff αiπipaq � αiπipbq

iff αiai � αibi

iff xai, biy P kerαi;

hence
θ _ ρi � p

∆

� � � � � kerαi � � � � �

∆

q XB2.

Also since
xa, by P ρi ñ ai � bi

it is clear that
xa, by P θ _ ρi ñ xai, biy P θi;

hence
kerαi � θi.

Thus
θ _ ρi � p

∆

� � � � � θi � � � � �

∆

q XB2,

and then

θ � pθ _ ρ1q X � � � X pθ _ ρkq

� pθ1 �

∆

� � � � �

∆

q X � � � X p

∆

� � � � �

∆

� θkq XB
2

� pθ1 � � � � � θkq XB
2

� θ,

so the first half of the theorem is proved.

pðq For this direction just note that the above assertion

θ _ ρi � p

∆

� � � � � kerαi � � � � �

∆

q XB2,

for θ P Con B, does not depend on the skew-free property. Thus

θ � pθ _ ρiq X � � � X pθ _ ρkq

� pkerα1 �

∆

� � � � �

∆

q X � � � X p

∆

� � � � �

∆

� kerαkq XB
2

� pkerα1 � � � � � kerαkq XB
2,

so θ is the restriction of a product congruence. l

Now we can finish off the technical lemmas concerning the congruences in the
abstract setting of lattice theory.

Lemma 11.7. Suppose L is a modular lattice with a largest element 1. Also
suppose that a1, a2 P L have the property:

c P ra1 ^ a2, 1s ñ c � pc_ a1q ^ pc_ a2q.
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Then for any b P L,

c P ra1 ^ a2 ^ b, bs ñ c � pc_ pa1 ^ bqq ^ pc_ pa2 ^ bqq.

PROOF. Let c P ra1 ^ a2 ^ b, bs. Then

c � c_ pb^ a1 ^ a2q

� b^ pc_ pa1 ^ a2qq

� b^ pc_ a1q ^ pc_ a2q

� rc_ pa1 ^ bqs ^ rc_ pa2 ^ bqs

follows from the modular law and our hypotheses. l

Lemma 11.8. Let L be a modular lattice with a largest element 1. Then if
a1, . . . , an P L have the property

c P rai ^ aj , 1s ñ c � pc_ aiq ^ pc_ ajq,

1 ¤ i, j ¤ n, then

c P ra1 ^ � � � ^ an, 1s ñ c � pc_ a1q ^ � � � ^ pc_ anq.

PROOF. Clearly the lemma holds if n ¤ 2. So let us suppose it holds for all
n   m, where m ¥ 3. Then for c P ra1 ^ � � � ^ am, 1s,

c � c_ pa1 ^ cq

� c_
 
rpa1 ^ cq _ pa1 ^ a2qs ^ � � � ^ rpa1 ^ cq _ pa1 ^ amqs

(
. (�)

This last equation follows by replacing L by the sublattice of elements x of L such
that x ¤ a1, and noting that a1 ^ a2, . . . , a1 ^ am satisfy the hypothesis of 11.8
in view of 11.7. By the induction hypothesis we have for this sublattice

a1 ^ c � rpa1 ^ cq _ pa1 ^ a2qs ^ � � � ^ rpa1 ^ cq _ pa1 ^ amqs.

Now applying the modular law and the hypotheses to p�q we have

c � c_
 
a1 ^ rc_ pa1 ^ a2qs ^ � � � ^ rc_ pa1 ^ amqs

(
� c_

 
a1 ^ rpc_ a1q ^ pc_ a2qs ^ � � � ^ rpc_ a1q ^ pc_ amqs

(
� pc_ a1q ^ � � � ^ pc_ amq.

This finishes the induction step. l

Lemma 11.9. Let tA1, . . . ,Anu be a set of algebras in a congruence-modular
variety such that for any subdirect product D of any two pnot necessarily distinct q
members, say D ¤ Ai�Aj , the only congruences on D are restrictions of product
congruences. Then tA1, . . . ,Anu is totally skew-free.
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PROOF. Let
B ¤ B1 � � � � �Bk

be a subdirect product of members of tA1, . . . ,Anu, and let

ρi � pkerπiq XB
2

as before. For 1 ¤ i ¤ j ¤ k, B{pρi X ρjq is isomorphic to a subalgebra of
Bi �Bj , which is a subdirect product of Bi �Bj obtained by using a projection
map on B. From this and the correspondence theorem it follows that if θ P Con B,
then

ρi X ρj � θ

implies
θ � pθ _ ρiq X pθ _ ρjq

by our assumption on D above and 11.6. Now we can invoke 11.8, noting that
B �B is the largest element of Con B, to show that, for θ P Con B,

θ � pθ _ ρ1q X � � � X pθ _ ρkq

because ρ1 X � � � X ρk is the smallest congruence on B. By 11.6, tA1, . . . ,Anu
must be totally skew-free. l

Lemma 11.10. Suppose A1, . . . ,An belong to a congruence-distributive variety.
Then tA1, . . . ,Anu is totally skew-free.

PROOF. For any subdirect product

B ¤ B1 � � � � �Bk,

where B1, . . . ,Bk belong to a congruence-distributive variety, let ρi be as defined
in 11.6. Then for θ P Con B,

θ � θ _∆ � θ _ pρ1 ^ � � � ^ ρkq

� pθ _ ρ1q ^ � � � ^ pθ _ ρkq,

so B is skew-free by 11.6. Hence tA1, . . . ,Anu is totally skew-free. l

Lemma 11.11. Let P be a nontrivial primal algebra. Then

Con P2 � 22
L.

PROOF. As V pPq is congruence-distributive, the congruences of P2 are precisely
the product congruences θ1 � θ2 by 11.10. As P is simple, Con P2 is isomorphic
to 22

L. l

Theorem 11.12 (Werner). Let A be a nontrivial finite algebra such that V pAq is
congruence-permutable. Then A is functionally complete iff Con A2 � 22

L.
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PROOF. pñq Suppose A is functionally complete. Note that

Con An � Con An
An

(adding constants does not affect the congruences). As AA is primal, we have by
11.11,

Con A2 � 22
L.

pðq As
Con A2 � 22

L
again

Con A2
A � 22

L.

Thus AA must be simple (otherwise there would be other product congruences on
A2
Aq, and having the constants of A ensures AA has no proper subalgebras and no

proper automorphisms. A (now familiar) application of Fleischer’s lemma shows
that the only subdirect powers contained in AA �AA are A2

A and D, where

D � txa, ay : a P Au.

The congruences on A2
A are product congruences since there are at least four

product congruences ∆�∆,∆�

∆

,

∆

�∆,

∆

�

∆

, and from above

Con A2
A � 22

L.

The congruences on D are p

∆

�

∆

q XD2 and p∆�∆q XD2 as D � AA. Thus
by 11.9, tAAu is totally skew-free. Consequently,

Con An
A � 2nL,

so A is functionally complete by 11.3. l

Corollary 11.13 (Maurer-Rhodes). A finite group G is functionally complete iff G
is nonabelian and simple or G is trivial.

PROOF. The variety of groups is congruence-permutable; hence congruence-
modular. If

Con G2 � 22
L

then G is simple.

The nontrivial simple Abelian groups are of the form Z{ppq; and

|ConpZ{ppq � Z{ppqq| ¡ 4

as
txa, ay : a P Z{ppqu

is a normal subgroup of Z{ppq � Z{ppq. Thus Z{ppq cannot be functionally
complete. Hence G is nonabelian and simple.

If G is nonabelian simple and N is a normal subgroup of G2, suppose xa, by P
N with a � 1. Choose c P G such that

cac�1 � a.
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Then
xcac�1, by � xc, byxa, byxc�1, b�1y P N ;

hence
xcac�1a�1, 1y � xcac�1, byxa�1, b�1y P N.

As G is simple, it follows that

xcac�1a�1, 1y

generates the normal subgroup kerπ2 since

cac�1a�1 � 1,

so
kerπ2 � N.

Similarly,
b � 1 ñ kerπ1 � N.

If both a, b � 1, then
kerπ1, kerπ2 � N

implies
G2 � N.

Thus G2 has only four normal subgroups, so

Con G2 � 22
L.

This finishes the proof that G is functionally complete. l

REFERENCES

1. S. Burris [1975a]
2. H. Werner [1974]

EXERCISES §11

1. If A is a finite algebra belonging to an arithmetical variety, show that A is function-
ally complete iff A is simple.

2. If R1,R2 are rings with identity, show that R1 �R2 is skew-free. Does this hold
if we do not require an identity?

3. Describe all functionally complete rings with identity.

4. Describe all functionally complete lattices.

5. Describe all functionally complete Heyting algebras.

6. Describe all functionally complete semilattices.

7. Show the seven-element Steiner quasigroup is functionally complete.
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8. (Day). Show that a finitely generated congruence-distributive variety has the CEP
iff each subdirectly irreducible member has the CEP.

§12 Semisimple Varieties

Every nontrivial Boolean algebra is isomorphic to a subdirect power of the simple
two-element algebra, and in 9.4 we proved that every algebra in a discriminator
variety is isomorphic to a subdirect product of simple algebras. We can generalize
this in the following manner.

Definition 12.1. An algebra is semisimple if it is isomorphic to a subdirect product
of simple algebras. A variety V is semisimple if every member of V is semisimple.

Lemma 12.2. A variety V is semisimple iff every subdirectly irreducible member
of V is simple.

PROOF. pñq Let A be a subdirectly irreducible member of V . Then A can be
subdirectly embedded in a product of simple algebras, say by

α : AÑ
¹
iPI

Si.

As A is subdirectly irreducible, there is a projection map

πi :
¹
iPI

Si Ñ Si

such that πi � α is an isomorphism. Thus

A � Si,

so A is simple.

pðq For this direction use the fact that every algebra is isomorphic to a subdi-
rect product of subdirectly irreducible algebras. l

Definition 12.3. Let A be an algebra and let θ P Con A. In the proof of II§5.5
we showed that θ is a subuniverse of A�A. Let θθθ denote the subalgebra of A�A
with universe θ.

Lemma 12.4 (Burris). Let A be a nonsimple directly indecomposable algebra
in a congruence-distributive variety. If θ P Con A is maximal or the smallest
congruence above ∆, then θθθ is directly indecomposable.
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PROOF. We have
θθθ ¤ A�A.

By 11.10, θθθ is skew-free. Thus suppose

pφ1 � φ2q X θ
2

and
pφ�1 � φ

�
2q X θ

2

are a pair of factor congruences on θθθ, where φi, φ�i P Con A, i � 1, 2. From

rpφ1 � φ2q X θ
2s � rpφ�1 � φ

�
2q X θ

2s �

∆

θ

it follows that
φi � φ

�
i �

∆

A,

i � 1, 2. To see this let a, b P A. Then

xxa, ay, xb, byy P θ2,

so for some c, d P A,

xa, ay rpφ1 � φ2q X θ
2s xc, dy rpφ�1 � φ

�
2q X θ

2s xb, by.

Thus
aφ1 c φ

�
1 b,

a φ2 dφ
�
2 b.

Next, from
rpφ1 � φ2q X θ

2s X rpφ�1 � φ
�
2q X θ

2s � ∆θ

it follows that
φi X φ

�
i X θ � ∆A

for i � 1, 2. To see this, suppose

xa, by P φ1 X φ
�
1 X θ,

with a � b. Then

xxa, by, xb, byy P rpφ1 � φ2q X θ
2s X rpφ�1 � φ

�
2q X θ

2s,

which is impossible as
xa, by � xb, by.

Likewise, we show
φ2 X φ

�
2 X θ � ∆A.

Suppose θ is a maximal congruence on A. If

φi X φ
�
i � ∆A

for i � 1, 2, then
θ _ pφi X φ

�
i q �

∆

A

as
φi X φ

�
i � θ;

and
θ X pφi X φ

�
i q � ∆A,
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so φi X φ�i is the complement of θ in Con A, i � 1, 2. In distributive lattices
complements are unique, so

φ1 X φ
�
1 � φ2 X φ

�
2 .

Then choose xa, by P φ1 X φ
�
1 with a � b. This leads to

xxa, ay, xb, byy P rpφ1 � φ2q X θ
2s X rpφ�1 � φ

�
2q X θ

2s,

which is impossible as
xa, ay � xb, by.

Now we can assume without loss of generality that

φ1 X φ
�
1 � ∆A.

Thus, by the above, φ1, φ
�
1 is a pair of factor congruences on A. As A is directly

indecomposable, we must have

tφ1, φ
�
1u � t∆A,

∆

Au,

say
φ1 �

∆

A, φ�1 � ∆A.
Then

pφ�1 � φ
�
2q X θ

2 � p∆A � φ
�
2q X θ

2

� r∆A � pφ
�
2 X θqs X θ

2;
hence

φ2 � pφ
�
2 X θq �

∆

A.

As
φ2 X pφ

�
2 X θq � ∆A

and A is directly indecomposable we must have

φ�2 X θ � ∆A,
so

pφ�1 � φ
�
2q X θ

2 � p∆A �∆Aq X θ
2

� ∆θ.

This shows that θθθ has only one pair of factor congruences, namely

t∆θ,

∆

θu;

hence θθθ is directly indecomposable.

Next suppose θ is the smallest congruence in Con A� t∆Au. Then

θ X pφi X φ
�
i q � ∆A

immediately gives
φi X φ

�
i � ∆A,

so we must have
tφi, φ

�
i u � t∆A,

∆

Au

as
φi � φ

�
i �

∆

A,
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i � 1, 2. If
φ1 � φ2,

say
φ1 �

∆

A, φ2 � ∆A,

then
pφ1 � φ2q X θ

2 � pθ �∆Aq X θ
2,

which implies
pφ�1 � φ

�
2q X θ

2 � p∆A � θq X θ
2.

But if xa, by R θ then

xxa, ay, xb, byy R pθ �∆Aq X θ
2 � p∆A � θq X θ

2,

so we do not have factor congruences. Hence necessarily

φ1 � φ2,

φ�1 � φ�2 ,

and this leads to the factor congruences

t

∆

θ,∆θu,

so θθθ is directly indecomposable. l

Theorem 12.5 (Burris). If V is a congruence-distributive variety such that every
directly indecomposable member is subdirectly irreducible, then V is semisimple.

PROOF. Suppose A P V where A is a nonsimple subdirectly irreducible algebra.
Let θ be the least congruence in Con A � t∆u. Note that θ �

∆
A. Then θθθ is a

directly indecomposable member of V which is not subdirectly irreducible (as

ρ1 X ρ2 � ∆θ

where
ρi � pkerπiq X θ

2,

πi : A�AÑ A,

i � 1, 2q. l

REFERENCE

1. S. Burris [1982a]

EXERCISES §12

1. Let V be a finitely generated congruence-distributive variety such that every directly
indecomposable is subdirectly irreducible. Prove that V is semisimple arithmetical.

2. Give an example of a finitely generated semisimple congruence-distributive variety
which is not arithmetical.
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3. Given A as in 12.4 can one conclude for any congruence θ such that ∆   θ  

∆

that θθθ is directly indecomposable?

4. Given A, θ as in 12.4 and B a subuniverse of SupIq let ArB, θs� be the sub-
algebra of AI with universe tf P AI : f�1paq P B, f�1paq{θ P tØ, Iu, for
a P A, |fpAq|   ωu. Show that ArB, θs� is directly indecomposable.

§13 Directly Representable Varieties

One of the most striking features of the variety of Boolean algebras is the fact that,
up to isomorphism, there is only one nontrivial directly indecomposable member,
namely 2 (see Corollary 1.9). From this we have a detailed classification of the
finite Boolean algebras. A natural generalization is the following.

Definition 13.1. A variety V is directly representable if it is finitely generated
and has (up to isomorphism) only finitely many finite directly indecomposable
members.

After special cases of directly representable varieties had been investigated
by Taylor, Quackenbush, Clark and Krauss, and McKenzie in the mid-1970’s, a
remarkable analysis was made by McKenzie in late 1979. Most of this section is
based on his work.

Lemma 13.2 (Pólya). Let c1, . . . , ct be a finite sequence of natural numbers such
that not all are equal to the same number. Then the sequence

sn � cn1 � � � � � c
n
t , n ¥ 1,

has the property that the set of prime numbers p for which one can find an n such
that p divides sn is infinite.

PROOF. Suppose that c1, . . . , ct is such a sequence and that the only primes p
such that p divides at least one of tsn : n ¥ 1u are p1, . . . , pr. Without loss of
generality we can assume that the greatest common divisor of c1, . . . , ct is 1.

Claim. For p a prime and for n ¥ 1, k ¥ 1, t   pk�1,

pk�1 - cpp�1qpk���n
1 � � � � � c

pp�1qpk���n
t .

To see this, note that from Euler’s Theorem we have

p - ci ñ c
φppk�1q
i � 1 pmod pk�1q;

and furthermore
p | ci ñ ci � 0 pmod pq

ñ ck�1
i � 0 pmod pk�1q

ñ c
φppk�1q
i � 0 pmod pk�1q.
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Let u be the number of integers i P r1, ts such that p - ci, i.e., cφpp
k�1q

i �
1 pmod pk�1q. Then u ¥ 1 as g.c.d.pc1, . . . , ctq � 1. Furthermore, for n ¥ 1,

c
φppk�1q���n
1 � � � � � c

φppk�1q���n
t � u pmod pk�1q.

Since 1 ¤ u ¤ t   pk�1, pk�1 - u, and hence the claim is proved.

Now if we set
m � φppk�1

1 q � � �φppk�1
r q

then for n ¥ 1, 1 ¤ j ¤ r, t   pk�1
j , the claim implies

pk�1
j - cmn1 � � � � � cmnt ,

so
smn ¤ pk�1

1 � � � pk�1
r

as p1, . . . , pr are the only possible prime divisors of smn. Thus the sequence
psmnqn¥1 is bounded. But this can happen only if a1 � � � � � at � 1, which is a
contradiction. l

Definition 13.3. A congruence θ on A is uniform if for every a, b P A,

|a{θ| � |b{θ|.

An algebra A is congruence-uniform if every congruence on A is uniform.

Theorem 13.4 (McKenzie). If V is a directly representable variety, then every
finite member of V is congruence-uniform.

PROOF. If V is directly representable, then there exist (up to isomorphism) finitely
many finite algebras D1, . . . ,Dk of V which are directly indecomposable; hence
every finite member of V is isomorphic to some Dm1

1 � � � � �Dmk
k . Thus there

are only finitely many prime numbers p such that p
��|A| for some finite A P V .

Now if A is a finite member of V which is not congruence-uniform, choose
θ P Con A such that for some a, b P A, |a{θ| � |b{θ|. For n ¥ 1, let Bn be the
subalgebra of An whose universe is given by

Bn � ta P A
n : apiqθapjq for 0 ¤ i, j   nu.

Let the cosets of θ be S1, . . . , St and have sizes c1, . . . , ct respectively. Then

|Bn| � cn1 � � � � � c
n
t ;

hence by Pólya’s lemma there are infinitely many primes p such that for some
Bn, p

��|Bn|. As Bn P SP pAq � V this is impossible. Thus every finite member
of V is congruence-uniform. l

Lemma 13.5 (McKenzie). If A is a finite algebra such that each member of
SpA�Aq is congruence-uniform, then the congruences on A permute.
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PROOF. Given θ1, θ2 P Con A, let B be the subalgebra of A�A whose universe
is given by

B � θ1 � θ2.
Let

φ � θ2 � θ2æB,
a congruence on B. For a P A,

a{θ2 � a{θ2 � θ2 � B;

hence
xa, ay{φ � a{θ2 � a{θ2.

Since A P ISpA�Aq, both θ2 on A and φ on B are uniform congruences. If r is
the size of cosets of θ2 and s is the size of cosets of φ, it follows that s � r2. Now
for xa, by P B, we have

xa, by{φ � a{θ2 � b{θ2,

|xa, by{φ| � s,

|a{θ2| � |b{θ2| � r,

and s � r2; hence
xa, by{φ � a{θ2 � b{θ2.

Now for c, d P A,
xc, dy P θ2 � θ1 � θ2 � θ2

iff
xc, dy P a{θ2 � b{θ2 for some xa, by P B,

so
θ2 � θ1 � θ2 � θ2 � B � θ1 � θ2;

hence
θ2 � θ1 � θ1 � θ2,

so the congruences on A permute. l

Theorem 13.6 (Clark-Krauss). If V is a locally finite variety all of whose finite
algebras are congruence-uniform, then V is congruence-permutable.

PROOF. As FV px, y, zq is finite, by 13.5 it has permutable congruences; hence V
is congruence-permutable. l

Corollary 13.7 (McKenzie). If V is a directly representable variety, then V is
congruence-permutable.

PROOF. Just combine 13.4 and 13.6. l

Theorem 13.8 (Burris). Let V be a finitely generated congruence-distributive
variety. Then V is directly representable iff V is semisimple arithmetical.
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PROOF. By 6.10, V has only finitely many subdirectly irreducible members, all of
which are finite. Thus V has only finitely many simple members, all of which are
finite.

pñq From 12.4 we see that given a [finite] nonsimple directly indecomposable
algebra A P V , one can construct an infinite increasing chain A   A1   � � �
of [finite] directly indecomposable members of V . Since subdirectly irreducible
implies directly indecomposable, it follows that all subdirectly irreducible algebras
in V , being finite, must be simple—otherwise there would be an infinite increasing
chain of finite directly indecomposable members of V . Thus V is semisimple. By
13.7 V is congruence-permutable. Hence V is semisimple arithmetical.

pðq If V is semisimple arithmetical, then every finite subdirectly irreducible
member of V is a simple algebra; hence every finite member of V is isomorphic to
a subdirect product of finitely many simple algebras. By 10.2, every finite member
of V is isomorphic to a direct product of (finite) simple algebras. Since there
are only finitely many finite simple members of V , it follows that V is directly
representable. l

Theorem 13.9 (McKenzie). If V � IΓ apKq, where K is a finite set of finite
algebras, then V is congruence-permutable.

PROOF. As every finite Boolean space is discrete, it follows that every finite
member of V is in IP pK�q; hence V is directly representable, so 13.7 applies.l

A definitive treatment of directly representable varieties is given in [1] below.

REFERENCES

1. R. McKenzie [1982b]

EXERCISES §13

1. Which finitely generated varieties of Heyting algebras are directly representable?

2. Which finitely generated varieties of lattices are directly representable?

3. If G is a finite Abelian group, show that V pGq is directly representable.

4. If R is a finite ring with identity, show that V pRq is directly representable if R is a
product of fields.



Chapter V

Connections with Model Theory

Since the 1950’s, a branch of logic called model theory has developed under the
leadership of Tarski. Much of what is considered universal algebra can be regarded
as an extensively developed fragment of model theory, just as field theory is part
of ring theory. In this chapter we will look at several results in universal algebra
which require some familiarity with model theory. The chapter is self-contained,
so the reader need not have had any previous exposure to a basic course in logic.

§1 First-order Languages, First-order Structures,
and Satisfaction

Model theory has been primarily concerned with connections between first-order
properties and first-order structures. First-order languages are very restrictive
(when compared to English), and many interesting questions cannot be discussed
using them. On the other hand, they have a precise grammar and there are beautiful
results (such as the compactness theorem) connecting first-order properties and the
structures which satisfy these properties.

Definition 1.1. A (first-order) language L consists of a set R of relation symbols
and a set F of function symbols, and associated to each member of R [of F ]
is a natural number [a nonnegative integer] called the arity of the symbol. Fn

denotes the set of function symbols in F of arity n, and Rn denotes the set of
relation symbols in R of arity n. L is a language of algebras if R � Ø, and it is
a language of relational structures if F � Ø.

191



192 V Connections with Model Theory

Definition 1.2. If we are given a nonempty set A and a positive integer n, we say
that r is an n-ary relation on A if r � An. r is unary if n � 1, binary if n � 2,
and ternary if n � 3. A relation is finitary if it is n-ary for some n, 1 ¤ n   ω,
and we often write rpa1, . . . , anq for xa1, . . . , any P r. When r is a binary relation
we frequently write arb for xa, by P r.

Definition 1.3. If L is a first-order language, then a (first-order) structure L
(or L -structure) is an ordered pair A � xA,Ly with A � Ø, where L consists of
a family R of fundamental relations rA on A indexed by R (with the arity of rA

equal to the arity of r, for r P Rq and a family F of fundamental operations fA

on A indexed by F (with the arity of fA equal to the arity of f , for f P F q. A is
called the universe of A, and in practice we usually write just r for rA and f for
fA. If R � Ø then A is an algebra; if F � Ø then A is a relational structure. If
L is finite, say F � tf1, . . . , fmu,R � tr1, . . . , rnu, then we often write

xA, f1, . . . , fm, r1, . . . , rny
instead of xA,Ly.

EXAMPLES. (1) If L � t�, ���,¤u, then the linearly ordered field of rationals
xQ,�, ���,¤y is a structure of type L .

(2) If L � t¤u, then a partially ordered set xP,¤y is a relational structure of
type L .

Definition 1.4. If L is a first-order language and X is a set (members of X are
called variables), we define the terms L over X to be the terms of type F over X
(see II§11). The atomic formulas of type L over X are expressions of the form

p � q where p, q are terms of type L over X

rpp1, . . . , pnq where r P Rn and p1, . . . , pn are terms of type L over X.

EXAMPLE. For the language L � t�, ���,¤u we see that

px ��� yq ��� z � x ��� y, px ��� yq ��� z ¤ x ��� z

are examples of atomic formulas, where of course we are writing binary functions
and binary relations in the everyday manner, namely we write u ��� v for ���pu, vq, and
u ¤ v for ¤ pu, vq. If we were to rewrite the above atomic formulas using only
the original definition of terms, we would have the expressions

���p���px, yq, zq � ���px, yq, ¤ p���p���px, yq, zq, ���px, zqq.

Definition 1.5. Let L be a first-order language and X a set of variables. The set
of (first-order) formulas of type L (or L -formulas) over X , written L pXq, is the
smallest collection of strings of symbols from L YX Y tp, qu Y t&,_, ,Ñ,Ø
,@, D,�u Y t, u containing the atomic formulas of type L }
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over X , and such that if Φ,Φ1, Φ2 P L pXq then

pΦ1q&pΦ2q P L pXq,

pΦ1q _ pΦ2q P L pXq,

 pΦq P L pXq,

pΦ1q Ñ pΦ2q P L pXq,

pΦ1q Ø pΦ2q P L pXq,

@x pΦq P L pXq,

Dx pΦq P L pXq.

The symbols & (and), _ (or),  (not), Ñ (implies), and Ø (iff) are called the
propositional connectives. @ is the universal quantifier, and D is the existential
quantifier; we refer to them simply as quantifiers. p � q denotes  pp � qq.

EXAMPLE. With L � t�, ���,¤u we see that

p@x px ��� y � y � uqq Ñ pDy px ��� y ¤ y � uqq

is in L ptx, y, uuq, but
@x px&y � uq

does not belong to L ptx, y, uuq.

Definition 1.6. A formulaΦ1 is a subformula of a formulaΦ if there is consecutive
string of symbols in the formula Φ which is precisely the formula Φ1.

EXAMPLE. The subformulas of

p@x px ��� y � y � uqq Ñ pDy px ��� y ¤ y � uqq

are itself,

@x px ��� y � y � uq,

x ��� y � y � u,

Dy px ��� y ¤ y � uq,

and
x ��� y ¤ y � u.

Remark. Note that the definition of subformula does not apply to the string of
symbols

p@x px ��� y � y � uqq Ñ pDy px ��� y ¤ y � uqq;

for clearly y � y is a consecutive string of symbols in this expression which gives a
formula, but we would not want this to be a subformula. However if one translates
the above into the formula�

@x
�
��� px, yq � �py, uq

�	
Ñ

�
Dy
�
¤

�
��� px, yq,�py, uq

�	

,

then the subformulas, retranslated, are just those listed in the example above.
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Definition 1.7. A particular variable x may appear several times in the string of
symbols which constitute a formula Φ; each of these is called an occurrence of x.
Similarly we may speak of occurrences of subformulas. Since strings are written
linearly we can speak of the first occurrence, etc., reading from left to right.

EXAMPLE. There are three occurrences of x in the formula

p@x px ��� y � y � uqq Ñ pDy px ��� y ¤ y � uqq.

Definition 1.8. A particular occurrence of a variable x in a formula Φ is said
to belong to an occurrence of a subformula Φ1 of Φ if the occurrence of x is
a component of the string of symbols which form the occurrence of Φ1. An
occurrence of x in Φ is free if x does not belong to any occurrence of a subformula
of the form @x pΨq or Dx pΨq. Otherwise, an occurrence of x is bound in Φ. A
variable x is free inΦ if some occurrence of x is free inΦ. To say that x is not free in
Φ we write simply x R Φ. A sentence is a formula with no free variables. When we
write Φpx1, . . . , xnq we will mean a formula all of whose free variables are among
tx1, . . . , xnu. We find it convenient to express Φpx1, . . . , xm, y1, . . . , yn, . . . q
by Φp~x, ~y, . . . q. If xi has free occurrences in Φpx1, . . . , xnq then the xi in the
argument list x1, . . . , xn is assumed to refer to all the free occurrences of xi in
Φpx1, . . . , xnq. Thus, given a formula Φpx1, . . . , xnq, when we write

Φpx1, . . . , xi�1, y, xi�1, . . . , xnq

we mean the formula obtained by replacing all free occurrences of xi by y.

EXAMPLE. Let Φpx, y, uq be the formula

p@x px ��� y � y � uqq Ñ pDy px ��� y ¤ y � uqq.

The first two occurrences of x in Φpx, y, uq are bound, the third is free. Also
Φpx, x, uq is the formula

p@x px ��� x � x� uqq Ñ pDy px ��� y ¤ y � uqq.

Definition 1.9. If A is a structure of type L , we let LA denote the language
obtained by adding a nullary function symbol a to L for each a P A. Given
Φpx1, . . . , xnq of type LA and a P A, the formula

Φpx1, . . . , xi�1, a, xi�1, . . . , xnq

is the formula obtained by replacing every free occurrence of xi by a. We some-
times refer to formulas of type LA as formulas of type L with parameters from
A.

When desirable we give ourselves the option of inserting or removing paren-
theses to improve readability, and sometimes we use brackets, r, s and braces t, u
instead of parentheses.
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Next we want to capture the intuitive understanding of what it means for a first-
order formula to be true in a first-order structure. A precise definition of truth (i.e.,
definition of satisfaction) will allow us to do proofs by induction later on. From
now on we will frequently drop parentheses. For example we will write Φ1 & Φ2

instead of pΦ1q& pΦ2q, and @xDyΦ instead of @x pDy pΦqq; but we would not write
Φ1 & Φ2 _ Φ3 for pΦ1q & pΦ2 _ Φ3q.

Definition 1.10. Let A be a structure of type L . For sentences Φ in LApXq we
define the notion A |ù Φ (read: “A satisfies Φ” or “Φ is true in A” or “Φ holds in
A”) recursively as follows:

(i) if Φ is atomic:

(a) A |ù ppa1, . . . , anq � qpa1, . . . , anq iff pApa1, . . . , anq � qApa1, . . . , anq
(b) A |ù rpa1, . . . , anq iff rApa1, . . . , anq holds in A, i.e., xa1, . . . , any P

rA.

(ii) A |ù Φ1 & φ2 iff A |ù Φ1 and A |ù Φ2

(iii) A |ù Φ1 _ Φ2 iff A |ù Φ1 or A |ù Φ2

(iv) A |ù  Φ iff it is not the case that A |ù Φ (which we abbreviate to: A * Φq

(v) A |ù Φ1 Ñ Φ2 iff A * Φ1 or A |ù Φ2

(vi) A |ù Φ1 Ø Φ2 iff pA * Φ1 and A * Φ2q or pA |ù Φ1 and A |ù Φ2q

(vii) A |ù @xΦpxq iff A |ù Φpaq for every a P A
(viii) A |ù DxΦpxq iff A |ù Φpaq for some a P A.

For a formula Φ P LApXq we say

A |ù Φ

iff
A |ù @x1 . . .@xnΦ,

where x1, . . . , xn are the free variables of Φ. For a class K of L -structures and
Φ P L pXq we say

K |ù Φ iff A |ù Φ for every A P K,

and for Σ a set of L -formulas

A |ù Σ iff A |ù Φ for every Φ P Σ

K |ù Σ iff K |ù Φ for every Φ P Σ.

If A |ù Σ we also say A is a model of Σ. We say

Σ |ù Φ iff A |ù Σ implies A |ù Φ, for every A,

(read: “Σ yields Φ”), and

Σ |ù Σ1 iff Σ |ù Φ for every Φ P Σ1.

EXAMPLE. A graph is a structure xA, ry where r is a binary relation which is
irreflexive and symmetric, i.e., for a, b P A we do not have rpa, aq, and if rpa, bq
holds so does rpb, aq. Graphs are particularly nice to work with because of the
possibility of drawing numerous examples. Let A � xA, ry be the graph in Figure
30, where an edge between two points means they are }
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a b

c

d

Figure 30

related by r. Let us find out if

A |ù @xDy@zprpx, zq _ rpy, zqq.

This sentence will be true in A iff the following four assertions hold:

(i) A |ù Dy@zprpa, zq _ rpy, zqq

(ii) A |ù Dy@zprpb, zq _ rpy, zqq

(iii) A |ù Dy@zprpc, zq _ rpy, zqq

(iv) A |ù Dy@zprpd, zq _ rpy, zqq.

Let us examine (i). It will hold iff one of the following holds:

(ia) A |ù @zprpa, zq _ rpa, zqq

(ib) A |ù @zprpa, zq _ rpb, zqq

(ic) A |ù @zprpa, zq _ rpc, zqq

(id) A |ù @zprpa, zq _ rpd, zqq.

The validity of (ib) depends on all of the following holding:

(iba) A |ù rpa, aq _ rpb, aq

(ibb) A |ù rpa, bq _ rpb, bq

(ibc) A |ù rpa, cq _ rpb, cq

(ibd) A |ù rpa, dq _ rpb, dq.

(ib) is true, hence (i) holds. Likewise, the reader can verify that (ii), (iii), and
(iv) hold. But this means the graph A satisfies the original sentence.

It is useful to be able to work with sentences in some sort of normal form.

Definition 1.11. Let Φ1px1, . . . , xnq and Φ2px1, . . . , xnq be two formulas in
L pXq. We say that Φ1 and Φ2 are logically equivalent, written Φ1 � Φ2, if for
every structure A of type L and every a1, . . . , an P A we have

A |ù Φ1pa1, . . . , anq iff A |ù Φ2pa1, . . . , anq.

If for all L -structures A, A |ù Φ, where Φ is an L -formula, we write

|ù Φ.

The reader will readily recognize the logical equivalence of the following pairs of
formulas.

Lemma 1.12. Suppose Φ,Φ1, Φ2 and Φ3 are formulas in some L pXq. Then the
following pairs of formulas are logically equivalent:
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Φ & Φ

Φ_ Φ

Φ

Φ

*
idempotent

laws

Φ1 & Φ2

Φ1 _ Φ2

Φ2 & Φ1

Φ2 _ Φ1

*
commutative

laws

Φ1 & pΦ2 & Φ3q

Φ1 _ pΦ2 _ Φ3q

pΦ1 & Φ2q & Φ3

pΦ1 _ Φ2q _ Φ3

*
associative

laws

Φ1 & pΦ2 _ Φ3q

Φ1 _ pΦ2 & Φ3q

pΦ1 & Φ2q _ pΦ1 & Φ3q

pΦ1 _ Φ2q & pΦ1 _ Φ3q

*
distributive

laws

 pΦ1 & Φ2q

 pΦ1 _ Φ2q

p Φ1q _ p Φ2q

p Φ1q & p Φ2q

*
de Morgan

laws

Φ1 Ø Φ2 pΦ1 Ñ Φ2q & pΦ2 Ñ Φ1q

Φ1 Ñ Φ2 p Φ1q _ Φ2

  Φ Φ

PROOF. (Exercise.) l

The next list of equivalent formulas, involving quantifiers, may not be so
familiar to the reader.

Lemma 1.13. If Φ,Φ1 and Φ2 are formulas in some L pXq, then the following
pairs of formulas are logically equivalent:

@x pΦ1 & Φ2q p@xΦ1q & p@xΦ2q

Dx pΦ1 _ Φ2q pDxΦ1q _ pDxΦ2q

@xΦ Φ if x R Φ

DxΦ Φ if x R Φ

@x pΦ1 _ Φ2q p@xΦ1q _ Φ2 if x R Φ2

Dx pΦ1 & Φ2q pDxΦ1q & Φ2 if x R Φ2

 @xΦpxq Dx Φpxq

 DxΦpxq @x Φpxq

@x pΦ1 Ñ Φ2q Φ1 Ñ p@xΦ2q if x R Φ1

Dx pΦ1 Ñ Φ2q Φ1 Ñ pDxΦ2q if x R Φ1

@x pΦ1 Ñ Φ2q pDxΦ1q Ñ Φ2 if x R Φ2

Dx pΦ1 Ñ Φ2q p@xΦ1q Ñ Φ2 if x R Φ2

@xΦpxq

DxΦpxq

@yΦpyq

DyΦpyq

$'&'%
provided replacing all free occurrences
of x in Φpxq by y does not lead
to any new bound occurrences of y.

PROOF. All of these are immediate consequences of the definition of satisfaction.
In the last two cases let us point out what happens if one does not heed the
“provided. . . ” clause. Consider the formula Φpxq given by Dy px � yq. Replacing
x by y gives Dy py � yq. Now the sentence @xDy px � yq is true in any structure
A with at least two elements, whereas @xDy py � yq is logically equivalent to
Dy py � yq, which is never true. l



198 V Connections with Model Theory

Definition 1.14. If Φ P L pXq we define the length lpΦq of Φ to be the number
of occurrences of the symbols &,_, ,Ñ,Ø,@, and D in Φ.

Note that lpΦq � 0 iff Φ is atomic.

Lemma 1.15. If Φ1 is a subformula of Φ and Φ1 is logically equivalent to Φ2,
then replacing an occurrence of Φ1 by Φ2 gives a formula Φ� which is logically
equivalent to Φ.

PROOF. We proceed by induction on lpΦq.

If lpΦq � 0 then Φ is atomic, so the only subformula of Φ is Φ itself, and
the lemma is obvious in this case. So suppose lpΦq ¥ 1 and for any Ψ such that
lpΨq   lpΦq the replacement of an occurrence of a subformula of Ψ by a logically
equivalent formula leads to a formula which is logically equivalent to Ψ . Let Φ1

be a subformula of Φ and suppose Φ1 is logically equivalent to Φ2. The case in
which Φ1 � Φ is trivial, so we assume lpΦ1q   lpΦq. There are now seven cases to
consider. Suppose Φ is Φ1 & Φ2. Then the occurrence of Φ1 being considered is
an occurrence in Φ1 or Φ2, say it is an occurrence in Φ1. Let Φ1� be the result of
replacing Φ1 in Φ1 by Φ2. By the induction assumption Φ1� is logically equivalent
to Φ1. Let Φ� be the result of replacing the occurrence of Φ1 in Φ by Φ2. Then Φ�

is Φ1� & Φ2, and this is easily argued to be logically equivalent to Φ1 & Φ2, i.e., to
Φ. Likewise one handles the four cases involving _, ,Ñ,Ø. If Φ is @xΦ1px, ~y q
then let Φ1�px, ~y q be the result of replacing the occurrence of Φ1 in Φ1px, ~y q by
Φ2. Then by the induction hypothesis Φ1�px, ~y q is logically equivalent to Φ1px, ~y q,
so given a structure A of type L we have

A |ù Φ1�px, ~y q Ø Φ1px, ~y q;

hence
A |ù Φ1�pa, ~y q Ø Φ1pa, ~y q

for a P A, so
A |ù @xΦ1�px, ~y q iff A |ù @xΦ1px, ~y q;

thus Φ is logically equivalent to @xΦ1�px, ~y q. Similarly, we can handle the case
DxΦ1px, ~y q. l

Definition 1.16. An open formula is a formula in which there are no occurrences
of quantifiers.

Definition 1.17. A formula Φ is in prenex form if it looks like

Q1x1 . . . QnxnΦ
1px1, . . . , xnq

where each Qi is a quantifier and Φ1px1, . . . , xnq is an open formula. Φ1 is called
the matrix of Φ.

Here, and in all future references to prenex form, we have the convention that
no quantifiers need appear in the formula Φ.



§1 First-order Languages, First-order Structures, and Satisfaction 199

Theorem 1.18. Every formula is logically equivalent to a formula in prenex form.

PROOF. This follows from 1.12, 1.13, and 1.15. First, if necessary, change some of
the bound variables to new variables so that for any variable x there is at most one
occurrence of @x as well as Dx in the formula, both do not occur in the formula,
and no variable occurs both as a bound variable and a free variable. Then one
simply pulls the quantifiers out front using 1.13. l

EXAMPLE. The following shows how to put the formula @x prpx, yq Ñ Dxrpx, zqq
in prenex form.

@x prpx, yq Ñ Dxrpx, zqq � @x prpx, yq Ñ Dwrpw, zqq

� @x Dwprpx, yq Ñ rpw, zqq

� @x@w pr, px, yq Ñ rpw, zqq.

In view of the associative law for & and _, we will make it a practice of dropping
parentheses in formulas when the ambiguity is only “up to logical equivalence”.
Thus Φ1 & Φ2 & Φ3 replaces pΦ1 & Φ2q & Φ3 and Φ1 & pΦ2 & Φ3q, etc. Also, we
find it convenient to replace Φ1 & � � � & Φn by &1¤i¤nΦi (called the conjunction
of the Φiq, and Φ1 _ � � � _ Φn by

�
1¤i¤n Φi (called the disjunction of the Φiq.

Definition 1.19. An open formula is in disjunctive form if it is in the form
�

i
&
j
Φij

where each Φij is atomic or negated atomic (i.e., the negation of an atomic formula).
An open formula is in conjunctive form if it is in the form

&
i

�

j
Φij

where again each Φij is atomic or negated atomic.

Theorem 1.20. Every open formula is logically equivalent to an open formula in
disjunctive form, as well as to one in conjunctive form.

PROOF. This is easily proved by induction on the length of the formula by using
the generalized distributive laws� �

i
Φi

	
&
� �

j
Ψj

	
�
�

i

�

j

�
Φi &Ψj

�
,�

&
i
Φi

	
_

�
&
j
Ψj

	
� &

i
&
j

�
Φi _ Ψj

�
,
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the generalized De Morgan laws

 
��
i
Φi

	
� &

i

�
 Φi

�
 
�
&
i
Φi

	
�

�
i

�
 Φi

�
and the elimination ofÑ,Ø, and   . l

EXAMPLE. Let Φ be the formula (with L � t���, uq

px ��� y � zq Ñ  rpx   zq _ px � 0qs.
Then

Φ �  px ��� y � zq _  rpx   zq _ px � 0qs

�  px ��� y � zq _ r px   zq &  px � 0qs (in disjunctive form)

� r px ��� y � zq _  px   zqs & r px ��� y � zq _  px � 0qs (in conjunctive form).

The notions of subalgebra, isomorphism, and embedding can be easily general-
ized to first-order structures.

Definition 1.21. Let A and B be first-order structures of type L . We say A is
a substructure of B, written A ¤ B, if A � B and the fundamental operations
and relations of A are precisely the restrictions of the corresponding fundamental
operations and relations of B to A. If X � B let SgpXq be the smallest subset
of B which is closed under the fundamental operations of B. The substructure
SgpXq with universe SgpXq (assuming SgpXq � Øq is called the substructure
generated by X . As in II§3 we have |SgpXq| ¤ |X| � |F | � ω. If K is a class of
structures of type L , let SpKq be the class of all substructures of members of K.

A very restrictive notion of substructure which we will encounter again in the
next section is the following.

Definition 1.22. Let A,B be two first-order structures of type L . A is an
elementary substructure of B if A ¤ B and for any sentence Φ of type LA (and
hence of type LBq,

A |ù Φ iff B |ù Φ.

In this case we write
A   B.

Sp qpKq denotes the class of elementary substructures of members of K.

EXAMPLE. Let us find the elementary substructures of the group of integers
Z � xZ,�,�, 0y. Suppose A   Z. As Z is a group, it follows that A is a group.

Z |ù DxDy px � yq,
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so
A |ù DxDy px � yq;

hence A is nontrivial. Thus for some n ¡ 0, n P A. As

Z |ù Dx px� x� � � � � x � nq,

where there are n x’s added together, it follows that A satisfies the same; hence

1 P A.

But then
A � Z.

Definition 1.23. Let A and B be first-order structures of type L and suppose
α : AÑ B is a bijection such that

αfpa1, . . . , anq � fpαa1, . . . , αanq

for f a fundamental operation, and that rpa1, . . . , anq holds in A iff rpαa1, . . . , αanq
holds in B. Then α is an isomorphism from A to B, and A is isomorphic to B
(written A � Bq. If α : A Ñ B is an isomorphism from A to a substructure of
B, we say α is an embedding of A into B. Let IpKq denote the closure of K
under isomorphism. An embedding α : A Ñ B such that αA   B is called an
elementary embedding.

EXERCISES §1

1. In the language of semigroups t���u, find formulas expressing (a) “x is of order
dividing n,” where n is a positive integer, (b) “x is of order at most n,” (c) “x is of
order at least n.”

2. Find formulas which express the following properties of structures: (a) A “has size
at most n,” (b) A “has size at least n.”

3. Given a finite structure A for a finite language show that there is a first-order
formula Φ such that for any structure B of the same type, B |ù Φ iff B � A.

Given a graph xG, ry and g P G, the valence or degree of g is |th P G : hrgu|.

4. In the language of graphs tru, find formulas to express (a) “x has valence at most
n,” (b) “x has valence at least n,” (c) “x and y are connected by a path of length at
most n.”

5. Show that the following properties of groups can be expressed by first-order formu-
las: (a) G “is centerless,” (b) G “is a group of exponent n,” (c) G “is nilpotent of
class k,” (d) “x and y are conjugate elements.”

A property P of first-order structures is first-order (or elementary) relative to
K, where K is a class of first-order structures, if there is a set Σ of first-order
formulas such that for A P K, A has P iff A |ù Σ. If we can choose Σ to be
finite, we say that P is strictly first-order (or strictly elementary). Similarly, one
can consider properties of elements of first-order structures relative to K.
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6. Show that “being of infinite size” is a first-order property (relative to any Kq.

7. Relative to the class of graphs show that the following properties are first-order: (a)
“x has infinite valence,” (b) “x and y are not connected.”

8. Prove that if A � B, then A |ù Φ iff B |ù Φ, for any Φ.

9. Let K � tNu where N is the natural numbers xN,�, ���, 1y. Show that relative to
K the following can be expressed by first-order formulas: (a) “x   y,” (b) “x|y,”
(c) “x is a prime number.”

10. Put the following formula in prenex form with the matrix in conjunctive form:

@xrxry Ñ Dy pxry Ñ Dx pyrx & xryqqs.

11. Does the following binary structure (Figure 31) satisfy

@xrDy pxry Ø Dx pxryqqs?

Figure 31

12. Express the following in the language tru, where r is a binary relation symbol:

(a) xA, ry “is a partially ordered set,”
(b) xA, ry “is a linearly ordered set,”
(c) xA, ry “is a dense linearly ordered set,”
(d) r “is an equivalence relation on A,”
(e) r “is a function on A,”
(f) r “is a surjective function on A,”
(g) r “is an injective function on A.”

A sentence Φ is universal if Φ is in prenex form and looks like

@x1 . . .@xnΨ

where Ψ is open, i.e., Φ contains no existential quantifier.

13. Show that substructures preserve universal sentences, i.e., if A ¤ B and Φ is a
universal sentence, then

B |ù Φñ A |ù Φ.

14. Show that in the language t���u, the property of being a reduct (see II§1 Exercise 1)
of a group is first-order, but not definable by universal sentences.

15. Show that any two countable dense linearly ordered sets without endpoints are
isomorphic. [Hint: Build the isomorphism step-by-step by selecting the elements
alternately from the first and second sets.]

16. Can one embed:

(a) xω,¤,�, 0y in xω,¤, ���, 1y?
(b) xω,¤, ���, 1y in xω,¤,�, 0y?
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17. Let A be a finite structure. Describe all possible elementary substructures of A.

18. Let A be a countable dense linearly ordered set without endpoints. If B is a
substructure of A which is also dense in A, show B   A.

19. Find all elementary substructures of the graph (called a rooted dyadic tree) pictured
in Figure 32.

Figure 32

If we are given two structures A and B of type L , then a mapping α : AÑ B
is a homomorphism if (i) αfpa1, . . . , anq � fpαa1, . . . , αanq for f P F , and (ii)
rpa1, . . . , anq ñ rpαa1, . . . , αanq for r P R.

If α is a homomorphism we write, as before, α : A Ñ B. The image of
A under α, denoted by αA, is the substructure of B with universe αA. The
homomorphism α is an embedding if the map α : A Ñ αA is an isomorphism.
A sentence Φ is positive if it is in prenex form and the matrix uses only the
propositional connectives & and _.

20. Suppose α : AÑ B is a homomorphism and Φ is a positive sentence with A |ù Φ.
Show αA |ù Φ; hence homomorphisms preserve positive sentences.

21. Let L � tfu where f is a unary function symbol. Is the sentence @x@y pfx �
fy Ñ x � yq logically equivalent to a positive sentence?

22. Is (a) the class of 4-colorable graphs, (b) the class of cubic graphs, definable by
positive sentences in the language tru?

23. Show every poset xP,¤y can be embedded in a distributive lattice xD,¤y.

A family C of structures is a chain if for each A,B P C either A ¤ B or
B ¤ A. If C is a chain of structures, define the structureYYYC by letting its universe
be

�
tA : A P C u, and defining fpa1, . . . , anq to agree with fApa1, . . . , anq for

any A P C with a1, . . . , an P A, and letting rpa1, . . . , anq hold iff it holds for
some A P C .

A sentence Φ is an @D-sentence iff it is in prenex form and it looks like
@x1 . . .@xmDy1 . . . DynΨ , where Ψ is open.

24. If C is a chain of structures and Φ is an @D-sentence such that A |ù Φ for A P C ,
show thatYYYC |ù Φ.

25. Show that the class of algebraically closed fields is definable by @D-sentences in the
language t�, ���,�, 0, 1u.
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26. The class of semigroups which are reducts of monoids can be axiomatized by

@x@y@zrpx ��� yq ��� z � x ��� py ��� zqs

Dx@y py ��� x � x ��� y & y ��� x � yq.

Can this class be axiomatized by @D-sentences?

Given a nonempty indexed family pAiqiPI of structures of type L , define the
direct product

±
iPI Ai to be the structure A whose universe is the set

±
iPI Ai,

and where fundamental operations and relations are specified by

fApa1, . . . , anqpiq � fAipa1piq, . . . , anpiqq

rApa1, . . . , anq holds iff for all i P I, rAipa1piq, . . . , anpiqq holds.

27. Given homomorphisms αi : A Ñ Bi, i P I , show that the natural map α : AÑ±
iPI Bi is a homomorphism from A to

±
iPI Bi.

28. Show that a projection map on
±
iPI Ai is a surjective homomorphism.

A Horn formula Φ is a formula in prenex form which looks like

Q1x1 . . . Qnxn
�
&
i
Φi
	

where each Qi is a quantifier, and each Φi is a formula of the form

Ψ1 _ � � � _ Ψk,

in which each Ψj is atomic or negated atomic, and at most one of the Ψj is atomic.

29. Show that the following can be expressed by Horn formulas: (a) “the cancellation
law” (for semigroups), (b) “of size at least n,” (c) any atomic formula, (d) “inverses
exist” (for monoids), (e) “being centerless” (for groups).

30. If Φ is a Horn formula and Ai |ù Φ for i P I , show that¹
iPI

Ai |ù Φ.

A substructure A of a direct product
±
iPI Ai is a subdirect product if πipAq �

Ai for all i P I . An embedding α : AÑ
±
iPI Ai is a subdirect embedding if αA

is a subdirect product.

A sentence Φ is a special Horn sentence if it is of the form

&
i
@~xpΦi Ñ Ψiq

where each Φi is positive and each Ψi is atomic.

31. Show that a special Horn sentence is logically equivalent to a Horn sentence.

32. Show that if A is a subdirect product of Ai, i P I , and Φ is a special Horn sentence
such that Ai |ù Φ for all i P I , then A |ù Φ; hence subdirect products preserve
special Horn sentences.
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33. Can the class of cubic graphs be defined by special Horn sentences?

A complete graph xG, ry is one satisfying

@x@y px � y Ñ xryq.

A complete graph with one edge removed is almost complete.

34. Show that every graph is subdirectly embedded in a product of complete and/or
almost complete graphs.

35. If A is an algebra of type F with a discriminator term tpx, y, zq [and switching
term spx, y, u, vqs show that A satisfies (see IV§9)

pp � q & pp � pqq Ø tpp, q, ppq � tpq, p, pqq
pp � q _ pp � pqq Ø spp, q, pp, pqq � pp
pp � q _ pp � pqq Ø sppp, pq, p, qq � q

and if A is nontrivial,

pp � qq Ø @xrtpp, q, xq � ps.

Show that, consequently, if A is nontrivial, then for every [universal] F -formula φ
there is an [universal] F -formula φ� whose matrix is an equation p � q such that
A satisfies

φØ φ�.

Define the spectrum of an L -formula φ, Spec φ, to be t|A| : A is an
L -structure, A |ù φ, A is finiteu.

36. (McKenzie). If φ is an F -formula satisfied by some A, where F is a type of
algebras, show that there is a (finitely axiomatizable) variety V such that Spec V
(see IV§9 Exercise 4) is the closure of Spec φ under finite products.

§2 Reduced Products and Ultraproducts

Reduced products result from a certain combination of the direct product and
quotient constructions. They were introduced in the 1950’s by Łoś, and the special
case of ultraproducts has been a subject worthy of at least one book. In the
following you will need to recall the definition of rra � bss from IV§5.5, and that
of direct products of structures from p. 204.

Definition 2.1. Let pAiqiPI be a nonempty indexed family of structures of type
L , and suppose F is a filter over I . Define the binary relation θF on

±
iPI Ai by

xa, by P θF iff rra � bss P F.

(When discussing reduced products we will always assume Ø R F , i.e., F is
proper.)
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Lemma 2.2. For pAiqiPI and F as above, the relation θF is an equivalence
relation on

±
iPI Ai. For a fundamental n-ary operation f of

±
iPI Ai and for

xa1, b1y, . . . , xan, bny P θF

we have
xfpa1, . . . , anq, fpb1, . . . , bnqy P θF ,

i.e., θF is a congruence for the “algebra part of A”.

PROOF. Clearly θF is reflexive and symmetric. If

xa, by, xb, cy P θF

then
rra � bss, rrb � css P F,

hence
rra � bss X rrb � css P F.

Now from
rra � css � rra � bss X rrb � css

it follows that
rra � css P F,

so
xa, cy P θF .

Consequently, θF is an equivalence relation. Next with f and xai, biy as in the
statement of the lemma, note that

rrfpa1, . . . , anq � fpb1, . . . , bnqss � rra1 � b1ss X � � � X rran � bnss;

hence
rrfpa1, . . . , anq � fpb1, . . . , bnqss P F,

so
xfpa1, . . . , anq, fpb1, . . . , bnqy P θF .

l

Definition 2.3. Given a nonempty indexed family of structures pAiqiPI of type
L and a proper filter F over I , define the reduced product

±
iPI Ai{F as follows.

Let its universe
±
iPI Ai{F be the set

±
iPI Ai{θF , and let a{F denote the element

a{θF . For f an n-ary function symbol and for a1, . . . , an P
±
iPI Ai, let

fpa1{F, . . . , an{F q � fpa1, . . . , anq{F,

and for r an n-ary relation symbol, let rpa1{F, . . . , an{F q hold iff

ti P I : Ai |ù rpa1piq, . . . , anpiqqu P F.

If K is a nonempty class of structures of type L , let PRpKq denote the class of
all reduced products

±
iPI Ai{F , where Ai P K.

In view of Definition 2.3, it is reasonable to extend our use of the rr ss notation
as follows.
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Definition 2.4. If pAiqiPI is a nonempty indexed family of structures of type L
and if Φpa1, . . . , anq is a sentence of type LA, where A �

±
iPI Ai, let

rrΦpa1, . . . , anqss � ti P I : Ai |ù Φpa1piq, . . . , anpiqqu.

Thus given a reduced product
±
iPI Ai{F and an atomic sentence Φpa1, . . . , anq,

we see that¹
iPI

Ai{F |ù Φpa1{F, . . . , an{F q iff rrΦpa1, . . . , anqss P F.

Determining precisely which sentences are preserved by reduced products has
been one of the milestones in the history of model theory. Our next theorem is
concerned with the easy half of this study.

Definition 2.5. A Horn formula is a formula in prenex form with a matrix
consisting of conjunctions of formulas Φ1 _ � � � _ Φn where each Φi is atomic
or negated atomic, and at most one Φi is atomic in each such disjunction. Such
disjunctions of atomic and negated atomic formulas are called basic Horn formulas.

The following property of direct products is useful in induction proofs on
reduced products.

Lemma 2.6 (The maximal property). Let Ai, i P I , be a nonempty indexed family
of structures of type L . If we are given a formula DxΦpx, y1, . . . , ynq of type L
and a1, . . . , an P

±
iPI Ai, then there is an a P

±
iPI Ai such that

rrDxΦpx, a1, . . . , anqss � rrΦpa, a1, . . . , anqss.

PROOF. For
i P rrDxΦpx, a1, . . . , anqss

choose apiq P Ai such that

Ai |ù Φpapiq, a1piq, . . . , anpiqq,

and for other i’s in I , let apiq be arbitrary. Then it is readily verified that such an a
satisfies the lemma. l

Theorem 2.7. Let
±
iPI Ai{F be a reduced product of structures of type L , and

suppose Φpx1, . . . , xnq is a Horn formula of type L . If

a1, . . . , an P
¹
iPI

Ai

and
rrΦpa1, . . . , anqss P F

then ¹
iPI

Ai{F |ù Φpa1{F, . . . , an{F q.
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PROOF. First let us suppose Φ is a basic Horn formula

Φ1px1, . . . , xnq _ � � � _ Φkpx1, . . . , xnq.

Our assumption �� ª
1¤i¤k

Φipa1, . . . , anq
��
P F

is equivalent to ¤
1¤i¤k

rrΦipa1, . . . , anqss P F.

If, for some Φi which is a negated atomic formula we have

I � rrΦipa1, . . . , anqss R F,

then, by the definition of reduced product,¹
iPI

Ai{F |ù Φipa1{F, . . . , an{F q;

hence ¹
iPI

Ai{F |ù Φpa1{F, . . . , an{F q.

If now for each negated atomic formula Φi we have

I � rrΦipa1, . . . , anqss P F,

then there must be one of the Φi’s, say Φk, which is atomic. (Otherwise

I � rrΦpa1, . . . , anqss � I �
¤

1¤i¤k

rrΦipa1, . . . , anqss P F,

which is impossible as F is closed under intersection and Ø R F.q Now in this case

rr Φipa1, . . . , anqss P F

for 1 ¤ i ¤ k � 1, so ��
&

1¤i¤k�1
 Φipa1, . . . , anq

��
P F.

Since
rrΦpa1, . . . , anqss P F,

taking the intersection we have���
&

1¤i¤k�1
 Φipa1, . . . , anq



& Φkpa1, . . . , anq

��
P F,

so
rrΦkpa1, . . . , anqss P F.

This says ¹
iPI

Ai{F |ù Φkpa1{F, . . . , an{F q;
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hence ¹
iPI

Ai{F |ù Φpa1{F, . . . , an{F q.

If Φ is a conjunction
Ψ1 & � � � & Ψk

of basic Horn formulas, then

rrΨ1pa1, . . . , anq & � � � & Ψkpa1, . . . , anqss P F

leads to
rrΨipa1, . . . , anqss P F

for 1 ¤ i ¤ k, so ¹
iPI

Ai{F |ù Ψipa1{F, . . . , an{F q,

1 ¤ i ¤ k, and thus ¹
iPI

Ai{F |ù Φpa1{F, . . . , an{F q.

Next we look at the general case in which Φ is in the form

Q1y1 . . . QmymΨpy1, . . . , ym, x1, . . . , xnq

with Ψ being a conjunction of basic Horn formulas. We use induction on the
number of occurrences of quantifiers in Φ. If there are no quantifiers, then we have
finished this case in the last paragraph. So suppose that the theorem is true for any
Horn formula with fewer than m occurrences of quantifiers. In Φ above let us first
suppose Q1 is the universal quantifier, i.e.,

Φ � @y1Φ
�py1, x1, . . . , xnq.

If we are given a P
±
iPI Ai, then from

rrΦpa1, . . . , anqss P F

it follows that
rrΦ�pa, a1, . . . , anqss P F

as
rrΦpa1, . . . , anqss � rrΦ

�pa, a1, . . . , anqss.

By the induction hypothesis¹
iPI

Ai{F |ù Φ�pa{F, a1{F, . . . , an{F q;

hence ¹
iPI

Ai{F |ù Φpa1{F, . . . , an{F q.

Next suppose Q1 is the existential quantifier, i.e.,

Φ � Dy1Φ
�py1, x1, . . . , xnq.
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Choose by 2.6 a P
±
iPI Ai such that

rrΦpa1, . . . , anqss � rrΦ
�pa, a1, . . . , anqss.

Then again by the induction hypothesis¹
iPI

Ai{F |ù Φ�pa{F, a1{F, . . . , an{F q;

hence ¹
iPI

Ai{F |ù Φpa1{F, . . . , an{F q.
l

The following generalizes the definition of ultraproducts in IV§6 to arbitrary
first-order structures.

Definition 2.8. A reduced product
±
iPI Ai{U is called an ultraproduct if U is an

ultrafilter over I . If all the Ai � A, then we write AI{U and call it an ultrapower
of A. The class of all ultraproducts of members of K is denoted PU pKq.

For the following recall the basic properties of ultrafilters from IV§3. We
abbreviate a1, . . . , an by ~a, and a1{U, . . . , an{U by ~a{U .

Theorem 2.9 (Łoś). Given structures Ai, i P I , of type L , if U is an ultrafilter
over I and Φ is any first-order formula of type L , then¹

iPI

Ai{U |ù Φpa1{U, . . . , an{Uq

iff
rrΦpa1, . . . , anqss P U.

PROOF. (By induction on lpΦq.q For lpΦq � 0 we have already observed that the
theorem is true. So suppose lpΦq ¡ 0 and the theorem holds for all Ψ such that
lpΨq   lpΦq. If

Φ � Φ1 & Φ2,

then

rrΦ1p~aq & Φ2p~aqss P U iff rrΦ1p~aqss X rrΦ2p~aqss P U

iff rrΦip~aqss P U for i � 1, 2

iff
¹
iPI

Ai{U |ù Φip~a{Uq for i � 1, 2

iff
¹
iPI

Ai{U |ù Φ1p~a{Uq & Φ2p~a{Uq.

One handles the logical connectives _, ,Ñ,Ø in a similar fashion. If

Φp~aq � DxpΦpx,~aq,
choose a P

±
iPI Ai such that

rrDxpΦpx,~aqss � rrpΦpa,~aqss.
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Then

rrΦp~aqss P U iff rrDxpΦpx,~aqss P U
iff rrpΦpa,~aqss P U for some a

iff
¹
iPI

Ai{U |ù pΦpa{U,~a{Uq for some a

iff
¹
iPI

Ai{U |ù DxpΦpx,~a{Uq
iff

¹
iPI

Ai{U |ù Φp~a{Uq.

Finally, if
Φp~aq � @xpΦpx,~aq

then one can find a Ψp~aq such that the quantifier @ does not appear in Ψ and Φ � Ψ
(by 1.13), hence from what we have just proved,

rrΦp~aqss P U iff rrΨp~aqss P U

iff
¹
iPI

Ai{U |ù Ψp~a{Uq

iff
¹
iPI

Ai{U |ù Φp~a{Uq. l

Lemma 2.10. Let A be a first-order structure, I a nonempty index set and F a
proper filter over I . For a P A, let ca denote the element of AI with

capiq � a, i P I.

The map
α : AÑ AI{F

defined by
αa � ca{F

is an embedding of A into AI{F . The map α is called the natural embedding of
A into AI{F .

PROOF. (Exercise.) l

Theorem 2.11. If A is a first-order structure of type L , I is an index set, and
U is an ultrafilter over I , then the natural embedding α of A into AI{U is an
elementary embedding.

PROOF. Just note that for formulas Φpx1, . . . , xnq of type L , we have

rrΦpca1 , . . . , canqss � I if A |ù Φpa1, . . . , anq,

and
rrΦpca1 , . . . , canqss � Ø if A * Φpa1, . . . , anq.

Thus
αA |ù Φpαa1, . . . , αanq iff AI{U |ù Φpαa1, . . . , αanq. l
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Next we prove one of the most celebrated theorems of logic.

Theorem 2.12 (The Compactness Theorem). Let Σ be a set of first-order sen-
tences of type L such that for every finite subset Σ0 of Σ there is a structure
satisfying Σ0. Then A |ù Σ for some A of type L .

PROOF. Let I be the family of finite subsets of Σ, and for i P I let Ai be a
structure satisfying the sentences in i. For i P I let

Ji � tj P I : i � ju.

Then
Ji1 X Ji2 � Ji1Y i2 ,

so the collection of Ji’s is closed under finite intersection. As no Ji � Ø it follows
that

F � tJ � I : Ji � J for some i P Iu

is a proper filter over I , so by IV§3.17 we can extend it to an ultrafilter U over I;
and each Ji belongs to U . Now for Φ P Σ we have

tΦu P I,

so
Aj |ù Φ for j P JtΦu

as Φ P j. Looking at
±
iPI Ai we see that

rrΦss � JtΦu

so ¹
iPI

Ai{U |ù Φ;

hence ¹
iPI

Ai{U |ù Σ.
l

Corollary 2.13. If Σ is a set of sentences of type L and Φ is a sentence of type
L such that

Σ |ù Φ,

then, for some finite subset Σ0 of Σ,

Σ0 |ù Φ.

PROOF. If the above fails, then for some Σ and Φ and for every finite subset Σ0

of Σ there is a structure A which satisfies Σ0 but not Φ; hence Σ0 Y t Φu is
satisfied by some A. But then 2.12 says Σ Y t Φu is satisfied by some A, which
is impossible as A |ù Σ implies A |ù Φ. l

A slight variation of the proof of the compactness theorem gives us the follow-
ing.
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Theorem 2.14. Every first-order structure A can be embedded in an ultraproduct
of its finitely generated substructures.

PROOF. Let I be the family of nonempty finite subsets of A, and for i P I let Ai

be the substructure of A generated by i. Also, for i P I let

Ji � tj P I : i � ju.

As in 2.12 extend the family of Ji’s to an ultrafilter U over I . For a P A let λa be
any element of

±
iPI Ai such that

pλaqpiq � a

if a P i. Then let
α : AÑ

¹
iPI

Ai{U

be defined by
αa � pλaq{U.

For Φpx1, . . . , xnq an atomic or negated atomic formula and a1, . . . , an P A
such that

A |ù Φpa1, . . . , anq,

we have
rrΦpλa1, . . . , λanqss � Jta1,...,anu;

hence
αpAq |ù Φpλa1{U, . . . , λan{Uq.

This is easily seen to guarantee that α is an embedding. l

For the remainder of this section we will assume that we are working with
some convenient fixed countably infinite set of variables X , i.e., all formulas will
be over this X .

Definition 2.15. A class K of first-order L -structures is an elementary class (or
a first-order class) if there is a set Σ of first-order formulas such that

A P K iff A |ù Σ.

K is said to be axiomatized (or defined) by Σ in this case, and Σ is a set of axioms
for K. Let ThpKq be the set of first-order sentences of type L satisfied by K,
called the theory of K.

Theorem 2.16. Let K be a class of first-order structures of type L . Then the
following are equivalent:

(a) K is an elementary class.
(b) K is closed under I, Sp q, and PU .
(c) K � ISp qPU pK

�q, for some class K�.

PROOF. For (a)ñ (b) use the fact that each of I, Sp q and PU preserve first-order
properties. (b)ñ (c) is trivial, for let K� � K. For (c)ñ (a) we claim }
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thatK is axiomatizable by ThpK�q whereK� is as in (c). Note thatK |ù ThpK�q.
Suppose

A |ù ThpK�q.

Let Th�pAq be the set of sentences Φpa1, . . . , anq of type LA satisfied by A, and
let I be the collection of finite subsets of Th�pAq. If

Φpa1, . . . , anq P Th�pAq

then for some B P K�,

B |ù Dx1 . . . DxnΦpx1, . . . , xnq.

For otherwise
K� |ù @x1 . . .@xn Φpx1, . . . , xnq,

which is impossible as

A |ù Dx1 . . . DxnΦpx1, . . . , xnq

and A |ù ThpK�q. Consequently, for i P I we can choose Ai P K
� and elementspapiq P Ai for a P A such that the formulas in i become true of Ai when a is

interpreted as papiq, for a P A. Let

Ji � tj P I : i � ju,

and, as before, let U be an ultrafilter over I such that Ji P U for i P I . Let pa be the
element in

±
iPI Ai whose ith coordinate is papiq. Then for

Φpa1, . . . , anq P Th�pAq

we have
rrΦppa1, . . . ,panqss � Ji P U

where
i � tΦpa1, . . . , anqu;

hence
rrΦppa1, . . . ,panqss P U.

Thus ¹
iPI

Ai{U |ù Φppa1{U, . . . ,pan{Uq.
By considering the atomic and negated atomic sentences in Th�pAq, we see that
the mapping

α : AÑ
¹
iPI

Ai{U

defined by
αa � pa{U

gives an embedding of A into
±
iPI Ai{U , and then again from the above it follows

that the embedding is elementary. Thus A P ISp qPU pK
�q. l

Definition 2.17. An elementary class K is a strictly first-order (or strictly ele-
mentary) class if K can be axiomatized by finitely many formulas, or equivalently
by a single formula.
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Corollary 2.18. An elementary class K of first-order structures is a strictly
elementary class iff the complement K 1 of K is closed under ultraproducts.

PROOF. If K is axiomatized by Φ, then the complement of K is axiomatized
by  Φ; hence K 1 is an elementary class, so K 1 is closed under PU . Conversely
suppose K 1 is closed under PU . Let I be the collection of finite subsets of ThpKq.
If K is not finitely axiomatizable, for each i P I there must be a structure Ai such
that

Ai |ù i
but

Ai R K.
Let

Ji � tj P I : i � ju,

and construct U as before. Then ¹
iPI

Ai{U |ù Φ

for Φ P ThpKq as
rrΦss � JtΦu P U.

Thus ¹
iPI

Ai{U |ù ThpKq,

so ¹
iPI

Ai{U P K.

But this is impossible since by the assumption¹
iPI

Ai{U P K
1

as each Ai P K
1. Thus K must be a strictly elementary class. l

Definition 2.19. A first-order formula Φ is a universal formula if it is in prenex
form and all the quantifiers are universal. An (elementary) class is a universal class
if it can be axiomatized by universal formulas.

Theorem 2.20. Let K be a class of structures of type L . Then the following are
equivalent:

(a) K is a universal class,
(b) K is closed under I, S, and PU ,
(c) K � ISPU pK

�q, for some K�.

PROOF. (a) ñ (b) is easily checked and (b) ñ (c) is straightforward. For (c)ñ
(a) let Th@pK�q be the set of universal sentences of type L which are satisfied
by K�, and suppose A |ù Th@pK�q. Let Th�OpAq be the set of open sentences of
type LA which are satisfied by A. Now we just repeat the last part of the proof of
2.16, replacing Th� by Th�O. l
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Definition 2.21. A first-order formula Φ is a universal Horn formula if it is both
a universal and a Horn formula. A class K of structures is a universal Horn class
if it can be axiomatized by universal Horn formulas.

Before looking at classes defined by universal Horn formulas we need a techni-
cal lemma.

Lemma 2.22. The following inequalities on class operators hold:

(a) P ¤ IPR,
(b) PRPR ¤ IPR,
(c) PR ¤ ISPPU .

PROOF. (a) Given
±
iPI Ai let F � tIu be the smallest filter over I . Then one

sees that ¹
iPI

Ai �
¹
iPI

Ai{F

using the map αpaq � a{F .

(b) Given a set J and a family of pairwise disjoint sets Ij , j P J , and algebras
Ai for i P Ij and a filter F over J and for j P J a filter Fj over Ij , define

I �
¤
jPJ

Ij

and let pF � tS � I : tj P J : S X Ij P Fju P F u.

Then pF is easily seen to be a filter over I , and we will show that¹
jPJ

�¹
iPIj

Ai{Fj


N
F �

¹
iPI

Ai{ pF .
For each j P J define

αj :
¹
iPI

Ai Ñ
¹
iPIj

Ai

by
αjpaq � aæIj .

Then αj is a surjective homomorphism from
±
iPI Ai to

±
iPIj

Ai. Let

νj :
¹
iPIj

Ai Ñ
¹
iPIj

Ai{Fj

be the natural mapping. Define

β :
¹
iPI

Ai Ñ
¹
jPJ

�¹
iPIj

Ai{Fj



to be the natural mapping derived from the νj’s, i.e.,

βpaqpjq � νjpaæIj q.

Let
ν :

¹
jPJ

�¹
iPIj

Ai{Fj



Ñ

¹
jPJ

�¹
iPIj

Ai{Fj


N
F
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be the natural map (see Figure 33.) The mapping ν � β is surjective as each of ν
and β is surjective. Also let

ν� :
¹
iPI

Ai Ñ
¹
iPI

Ai{ pF
be the natural map. Let us show that

kerpν � βq � θ
pF
.

We have

xa, by P kerpν � βq ô xβa, βby P ker ν � θF

ô rrβa � βbss P F

ô tj P J : νjpaæIj q � νjpbæIj qu P F

ô tj P J : rra � bss X Ij P Fju P F

ô rra � bss P pF .
Thus we have a bijection

γ :
¹
iPI

Ai{ pF Ñ
¹
jPJ

�¹
iPIj

Ai{Fj


N
F

such that γ � ν� � ν � β. If we were working in a language of algebras, we could
use the first isomorphism theorem to show γ is an isomorphism. We will leave the
details of showing that γ preserves fundamental relations to the reader.

(c) If F is a filter over I , let J be the set of ultrafilters over I containing F .
Given Ai, i P I , define, for U P J ,

αU :
¹
iPI

Ai{F Ñ
¹
iPI

Ai{U
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by
αU pa{F q � a{U,

and then let
α :

¹
iPI

Ai{F Ñ
¹
UPJ

�¹
iPI

Ai{U



be the natural map. We claim that since one clearly has

F �
£
J

we must have an injective map α. For if

a{F � b{F

then
rra � bss R F

so we can find an ultrafilter U extending F with

rra � bss R U.

Thus
αU paq � αU pbq

so α is injective. If we were working with algebras, we would clearly have an
embedding, and we again leave the details concerning fundamental relations to the
reader. l

Theorem 2.23. Let K be a class of structures of type L . Then the following are
equivalent:

(a) K is a universal Horn class,
(b) K is closed under I, S, and PR,
(c) K is closed under I, S, P , and PU ,
(d) K � ISPRpK

�q, for some K�,
(e) K � ISPPU pK

�q, for some K�.

PROOF. (a)ñ (b) is easily checked using 2.7, and (b)ñ (c), (b)ñ (d) and (c)ñ
(e) are clear. For (d)ñ (a) and (e)ñ (a) let Th@HpK�q be the set of universal Horn
sentences of type L which are true of K�. Certainly K |ù Th@HpK�q. Suppose

A |ù Th@HpK�q.

Let Th�0pAq be the set of atomic or negated atomic sentences true of A in LA.
(This is called the open diagram of A.q If we are given

tΦ1pa1, . . . , anq, . . . , Φkpa1, . . . , anqu � Th�0pAqthen
A |ù Dx1 . . . DxnrΦ1px1, . . . , xnq & � � � & Φkpx1, . . . , xnqs.

We want to show some member of P pK�q satisfies this sentence as well. For this
purpose it suffices to show

P pK�q * @x1 . . .@xnr Φ1px1, . . . , xnq _ � � � _  Φkpx1, . . . , xnqs.
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If at most one Φi is negated atomic, then the universal sentence above would be
logically equivalent to a universal Horn sentence which is not true of A, hence
not of K�. So let us suppose at least two of the Φi are negated atomic, say Φi is
negated atomic for 1 ¤ i ¤ t (where 2 ¤ t ¤ kq, and atomic for t � 1 ¤ i ¤ k.
Then, for 1 ¤ i ¤ t, one can argue as above that

K� * @x1 . . .@xnr Φipx1, . . . , xnq_ Φt�1px1, . . . , xnq_� � �_ Φkpx1, . . . , xnqs;

hence for some Ai P K
�,

Ai |ù Dx1 . . . DxnrΦipx1, . . . , xnq&Φt�1px1, . . . , xnq& � � � &Φkpx1, . . . , xnqs.

For 1 ¤ i ¤ t, 1 ¤ j ¤ n, choose ajpiq P Ai such that

Ai |ù Φipa1piq, . . . , anpiqq&Φt�1pa1piq, . . . , anpiqq& � � � &Φkpa1piq, . . . , anpiqq.

Then ¹
1¤i¤t

Ai |ù &
1¤i¤k

Φipa1, . . . , anq

and ¹
1¤i¤t

Ai P P pK
�q.

Let I be the collection of finite subsets of Th�0pAq, and proceed as in the proof
of 2.16, replacing Th�pAq by Th�0pAq, to obtain

A P ISPUP pK
�q.

From 2.22,
ISPR ¤ ISPPU ¤ ISPRPR ¤ ISPR;

hence
ISPR � ISPPU .

Now
ISPUP ¤ ISPRPR � ISPR;

hence
A P ISPUP pK

�q � ISPRpK
�q � ISPPU pK

�q � K. l

Let us now turn to algebras.

Definition 2.24. A quasi-identity is an identity or a formula of the form pp1 �
q1 & � � � & pn � qnq Ñ p � q. A quasivariety is a class of algebras closed under
I, S, and PR, and containing the one-element algebras.

Theorem 2.25. Let K be a class of algebras. Then the following are equivalent:

(a) K can be axiomatized by quasi-identities.
(b) K is a quasivariety.
(c) K is closed under I, S, P , and PU and contains a trivial algebra.
(d) K is closed under ISPR and contains a trivial algebra.
(e) K is closed under ISPPU and contains a trivial algebra.

PROOF. As quasi-identities are logically equivalent to universal Horn formulas,
and as trivial algebras satisfy any quasi-identity, we have (a)ñ (b).
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(b)ñ (c), (b)ñ (d) and (c)ñ (e) are obvious. If (d) or (e) holds, then K can be
axiomatized by universal Horn formulas by 2.23 which we may assume to be of
the form @x1 . . .@xnpΨ1 _ � � � _ Ψkq with each Ψi an atomic or negated atomic
formula. (Why?) As a trivial algebra cannot satisfy a negated atomic formula,
exactly one of Ψ1, . . . , Ψk is atomic. Such an axiom is logically equivalent to a
quasi-identity. l

For us the study of universal algebra has been almost synonymous with the
study of varieties, but the Russian mathematicians under the leadership of Mal’cev
have vigorously pursued the subject of quasivarieties as well.

EXAMPLE. The cancellation law

x ��� y � x ��� z Ñ y � z

is a quasi-identity.
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EXERCISES §2

1. If R is the ordered field of real numbers, show that Rω{U is a non-Archimedean or-
dered field ifU is a nonprincipal ultrafilter on ω. Show that the class of Archimedean
ordered fields is not an elementary class.

2. With P the set of prime numbers, show that
±
pPP Z{ppq is a ring of characteristic

zero. Hence show that “being a field of finite characteristic” is not a first-order
property.

3. Show that “being a finite structure of type L ” is not a first-order property.

4. Show that “being isomorphic to the ring of integers” is not a first-order property.
[Hint: Use IV§6 Exercise 7.]

5. Prove that the following hold: (a) PUS ¤ ISPU ; (b) PRS ¤ ISPR.

6. Prove that a graph is n-colorable iff each finite subgraph is n-colorable.

Given two languages L ,L 1 with L � L 1 and a structure A of type L 1, let
AæL denote the reduct of A to L , i.e., retain only those fundamental operations
and relations of A which correspond to symbols in L . Then defineKæL� tAæL :
A P Ku. Th@pKq is the set of universal sentences true of K.

7. Let K be an elementary class of type L 1, and let A be a structure of type L , L �
L 1. Show that A P ISpKæL q iff A |ù Th@pKæL q.

8. Prove that a group G can be linearly ordered iff each of its finitely generated
subgroups can be linearly ordered.
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9. If Φ is a sentence such that A |ù Φ ñ SpAq |ù Φ, then show that Φ is logically
equivalent to a universal sentence.

10. If Φ is a sentence such that K |ù Φñ SPRpKq |ù Φ, then show that Φ is logically
equivalent to a universal Horn sentence.

11. Given a language L let K be an elementary class and let Φ be a sentence such that
for A,B P K with B ¤ A, if A |ù Φ then B |ù Φ. Show that there is a universal
sentence Ψ such that K |ù ΦØ Ψ . [Hint: Make appropriate changes in the proof
of 2.20.]

12. Given a first-order structure A of type L let D�pAq be the set of atomic sentences
in the language LA true of A. Given a set of sentences Σ of type L , show that
there is a homomorphism from A to some B with B |ù Σ iff there is a C with
C |ù D�pAq YΣ.

§3 Principal Congruence Formulas

This and the next section apply only to algebras. Principal congruence formulas are
the obvious first-order formulas for describing principal congruences. We give two
applications of principal congruence formulas, namely McKenzie’s theorem on
definable principal congruences, and Taylor’s theorem on the number of subdirectly
irreducible algebras in a variety. Throughout this section we are working with
a fixed language F of algebras. First we look at how to construct principal
congruences using unary polynomials.

Lemma 3.1 (Mal’cev). Let A be an algebra of type F and suppose a, b, c, d P A.
Then

xa, by P Θpc, dq

iff there are terms
pipx, y1, . . . , ykq,

1 ¤ i ¤ m, and elements e1, . . . , ek P A such that

a � p1ps1, ~e q,

pipti, ~e q � pi�1psi�1, ~e q for 1 ¤ i   m,

pmptm, ~e q � b,

where
tsi, tiu � tc, du

for 1 ¤ i ¤ m.

PROOF. Let pipx, y1, . . . , ykq be any terms of type F and let e1, . . . , ek be any
elements of A. Then clearly

xpipc,~e q, pipd,~e qy P Θpc, dq;

hence if
tsi, tiu � tc, du
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and
pipti, ~e q � pi�1psi�1, ~e q

then by the transitivity of Θpc, dq,

xp1ps1, ~e q, pmptm, ~e qy P Θpc, dq.

Thus the collection θ� of pairs xa, by such that there are pi’s and ej’s as above
form a subset of Θpc, dq. Now note that θ� is an equivalence relation, and indeed a
congruence. For if

xaj , bjy P θ
�,

1 ¤ j ¤ n, and if f is a fundamental n-ary operation, let

aj � pj1psj1, ~ejq,

pjiptji, ~ejq � pji�1psji�1, ~ejq,

and
pjmj ptjmj , ~ejq � bj .

Then

fpb1, . . . , bj�1, aj , . . . , anq � fpb1, . . . , bj�1, pj1psj1, ~ejq, aj�1, . . . , anq,

fpb1, . . . , bj�1, pjiptji, ~ejq, aj�1, . . . , anq � fpb1, . . . , bj�1, pji�1psji�1, ~ejq, aj�1, . . . , anq,

1 ¤ i   mj , and

fpb1, . . . , bj�1, pjmj ptjmj , ~ejq, aj�1, . . . , anq � fpb1, . . . , bj�1, bj , aj�1, . . . , anq;

hence

xfpb1, . . . , bj�1, aj , . . . , anq, fpb1, . . . , bj , aj�1, . . . , anqy P θ
�,

so by transitivity
xfpa1, . . . , anq, fpb1, . . . , bnqy P θ

�.

As
xc, dy P θ� � Θpc, dq

we must have
Θpc, dq � θ�,

since Θpc, dq is the smallest congruence containing xc, dy. l

Definition 3.2. A principal congruence formula (of type F q is a formula

πpx, y, u, vq

of the form

D~wtx � p1pz1, ~wq &

�
&

1¤i n
pipz

1
i, ~wq � pi�1pzi�1, ~wq

�
& pnpz

1
n, ~wq � yu

where
tzi, z

1
iu � tu, vu,
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1 ¤ i ¤ n. Let Π be the set of principal congruence formulas in F pXq where X
is an infinite set of variables.

Theorem 3.3. For a, b, c, d P A and A an algebra of type F , we have

xa, by P Θpc, dq

iff
A |ù πpa, b, c, dq

for some π P Π .

PROOF. This is just a restatement of 3.1. l

Definition 3.4. A variety V has definable principal congruences if there is a finite
subset Π0 of Π such that for A P V and a, b, c, d P A,

xa, by P Θpc, dq iff A |ù πpa, b, c, dq

for some π P Π0.

Theorem 3.5 (McKenzie). If V is a directly representable variety, then V has
definable principal congruences.

PROOF. Choose finite algebras A1, . . . ,Ak P V such that for any finite B P V ,

B P IP ptA1, . . . ,Akuq,

and let
mi � |Ai|.

Now let
K � tAj1

1 � � � � �Ajk
k : ji ¤ m4

i , 1 ¤ i ¤ ku.

As K is a finite set of finite algebras, it is clear that there is a finite Π0 � Π such
that for A P K and a, b, c, d P A,

xa, by P Θpc, dq

iff
A |ù πpa, b, c, dq

for some π P Π0. Now suppose B is any finite member of P ptA1, . . . ,Akuq and
a, b, c, d P B with

xa, by P Θpc, dq.

Let
B � As1

1 � � � � �Ask
k .

Let us rewrite the latter as

B11 � � � � �B1s1 � � � � �Bk1 � � � � �Bksk ,

with Bij � Ai. For some π P Π we have

B |ù πpa, b, c, dq.
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Let πpx, y, u, vq be

Dw1 . . . DwrΦpx, y, u, v, w1, . . . , wrq,

where Φ is open. Let e1, . . . , er P B be such that

B |ù Φpa, b, c, d, e1, . . . , erq.

As there are at most m4
i possible 4-tuples

xapi, jq, bpi, jq, cpi, jq, dpi, jqy

for 1 ¤ j ¤ si we can partition the indices i1, . . . , isi into sets Ji1, . . . , Jiti with
ti ¤ m4

i such that on each Jij the elements a, b, c, d are all constant. Thus in view
of the description of congruence formulas we can assume the e’s are all constant on
Jij . The set of elements of B which are constant on each Jij form a subuniverse C
of B, and let C be the corresponding subalgebra. Then C P IpKq, for if we select
one index pijq� from each Jij then the map

α : C Ñ
¹

Bpijq�

defined by
αpcqpijq� � cppijq�q

is easily seen to be an isomorphism. As αC P HpBq,

αC |ù πpαa, αb, αc, αdq;

hence
C |ù πpa, b, c, dq.

It follows that for some π� P Π0 (as C P IpKqq,

C |ù π�pa, b, c, dq.

But then
B |ù π�pa, b, c, dq.

Hence for any finite member B of V , the principal congruences of B can be
described just by using the formulas in Π0.

Finally, if B is any member of V and a, b, c, d P B with

xa, by P Θpc, dq

then for some π P Π we have

B |ù πpa, b, c, dq.

If π is
Dw1 . . . DwrΦpx, y, u, v, w1, . . . , wrq

with Φ open, choose e1, . . . , er P B such that

B |ù Φpa, b, c, d, e1, . . . , erq.

Let C be the subalgebra of B generated by ta, b, c, d, e1, . . . , eru. Then

C |ù Φpa, b, c, d, e1, . . . , erq
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so
C |ù πpa, b, c, dq;

hence for some π� P Π0,
C |ù π�pa, b, c, dq,

so
B |ù π�pa, b, c, dq.

Thus V has definable principal congruences. l

Before proving Taylor’s Theorem we need a combinatorial lemma, a proof of
which can be found in [3].

Lemma 3.6 (Erdös). Let κ be an infinite cardinal and let A be a set with |A| ¡
2κ, C a set with |C| ¤ κ. Let Ap2q be the set of doubletons tc, du contained in A
with c � d. If α is a map from Ap2q to C, then for some infinite subset B of A,

αpBp2qq � teu

for some e P C.

Theorem 3.7 (Taylor). Let V be a variety of type F , and let κ � maxpω, |F |q.
If V has a subdirectly irreducible algebra A with |A| ¡ 2κ, then V has arbitrarily
large subdirectly irreducible algebras.

PROOF. If A P V is subdirectly irreducible and |A| ¡ 2κ, then let a, b P A be
such that Θpa, bq is the smallest congruence not equal to ∆. As there are only κ
many formulas in Π , and as

A |ù πpa, b, c, dq

for some π P Π , if c � d, it follows from 3.3 and 3.6 that for some infinite subset
B of A there is a π� P Π such that for c, d P B, if c � d then

A |ù π�pa, b, c, dq.

Given an infinite set I of new nullary function symbols with |I | � m and an
infinite set of variables X , let Σ be

ti � j : i, j P I and i � juYpIdV pXqqYtπ�pa, b, i, jq : i, j P I and i � juYta � bu.

Then for each finiteΣ0 � Σ we see that by interpreting the i’s as suitable members
of B, it is possible to find an algebra (essentially Aq satisfying Σ0. Thus Σ is
satisfied by some algebra A� of type F YI Yta, bu. Let I � A� be the elements
of A� corresponding to I , and let a, b again denote appropriate elements of A�.
Then |I| � m, and a � b. Choose θ to be a maximal congruence on A� among the
congruences on A� which do not identify a and b. Then i, j P I and i � j imply

xi, jy R θ,

as
A� |ù π�pa, b, i, jq.
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Consequently A�{θ is subdirectly irreducible and

|A�{θ| ¥ |I| � m.

This shows that V has arbitrarily large subdirectly irreducible members. l

The next result does not depend on principal congruence formulas, but does
indeed nicely complement the previous theorem.

Theorem 3.8 (Quackenbush). If V is a locally finite variety with, up to isomor-
phism, only finitely many finite subdirectly irreducible members, then V has no
infinite subdirectly irreducible members.

PROOF. Let V � be the class of finite subdirectly irreducible members of V . If
A P V then let K be the set of finitely generated subalgebras of A. By 2.14 we
have

A P ISPU pKq,

and from local finiteness

K � IPSpV
�q � ISP pV �q;

hence
A P ISPUSP pV

�q,

so
A P ISPPU pV

�q

by 2.23. As an ultraproduct of finitely many finite algebras is isomorphic to one of
the algebras, we have

A P ISP pV �q;

hence
A P IPSpV

�q,

so A cannot be both infinite and subdirectly irreducible. l

REFERENCES

1. K.A. Baker [1981]
2. J.T. Baldwin and J. Berman [1975]
3. P. Erdös [1942]
4. R. Freese and R. McKenzie [1981]
5. W. Taylor [1972]

EXERCISES §3

1. Show that commutative rings with identity have definable principal congruences.

2. Show that abelian groups of exponent n have definable principal congruences.

3. Show that discriminator varieties have definable principal congruences.

4. Show that distributive lattices have definable principal congruences.



§4 Three Finite Basis Theorems 227

5. Suppose V is a variety such that there is a first-order formula φpx, y, u, vq with

xa, by P Θpc, dq ô A |ù φpa, b, c, dq

for a, b, c, d P A,A P V . Show that V has definable principal congruences.

6. Show that a finitely generated semisimple arithmetical variety has definable principal
congruences.

7. Are elementary substructures of subdirectly irreducible [simple] algebras also
subdirectly irreducible1 [simple]? What about ultrapowers?

8. (Baldwin and Berman). If V is a finitely generated variety with the CEP (see II§5
Exercise 10), show that V has definable principal congruences.

§4 Three Finite Basis Theorems

One of the older questions of universal algebra was whether or not the identities
of a finite algebra of finite type F could be derived from finitely many of the
identities. Birkhoff proved that this was true if a finite bound is placed on the
number of variables, but in 1954 Lyndon constructed a seven-element algebra
with one binary and one nullary operation such that the identities were not finitely
based. Murskiı̌ constructed a three-element algebra whose identities are not finitely
based in 1965, and Perkins constructed a six-element semigroup whose identities
are not finitely based in 1969. An example of a finite nonassociative ring whose
identities are not finitely based was constructed by Polin in 1976. On the positive
side we know that finite algebras of the following kinds have a finitely based
set of identities: two-element algebras (Lyndon, 1951), groups (Oates-Powell,
1965), rings (Kruse; Lvov, 1973), algebras determining a congruence-distributive
variety (Baker, 1977), and algebras determining a variety with finitely many finite
subdirectly irreducibles and definable principal congruences (McKenzie, 1978).
We will prove the theorems of Baker, Birkhoff, and McKenzie in this section.

Definition 4.1. Let X be a set of variables and K a class of algebras. We say that
IdKpXq is finitely based if there is a finite subset Σ of IdKpXq such that

Σ |ù IdKpXq,

and we say that the identities of K are finitely based if there is a finite set of
identities Σ such that for any X ,

Σ |ù IdKpXq.

Theorem 4.2 (Birkhoff). Let A be a finite algebra of finite type F and let X be a
finite set of variables. Then IdApXq is finitely based.

1Note: The answer to this exercise in the 1981 edition is apparently not known.
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PROOF. Let θ be the congruence on TpXq defined by

xp, qy P θ

iff
A |ù p � q.

(This, of course, is the congruence used to define FV pAqpXq.q As A is finite there
are only finitely many equivalence classes of θ. From each equivalence class of θ
choose one term. Let this set of representatives be Q � tq1, . . . , qnu. Now let Σ
be the set of equations consisting of

x � y if x, y P X and xx, yy P θ,

qi � x if x P X and xx, qiy P θ,

fpqi1 , . . . , qinq � qin�1 if f P Fn and xfpqi1 , . . . , qinq, qin�1y P θ.

Then a proof by induction on the number of function symbols in a term p P T pXq
shows that if

xp, qiy P θ

then
Σ |ù p � qi.

But then
Σ |ù p � q

if
A |ù p � q,

and as
A |ù Σ,

IdKpXq is indeed finitely based. l

Theorem 4.3 (McKenzie) . If V is a locally finite variety of finite type F with
finitely many finite subdirectly irreducible members and if V has definable principal
congruences, then the identities of V are finitely based.

PROOF. Let Π0 � Π be a finite set of principal congruence formulas which show
that V has definable principal congruences. Let Π0 be tπ1, . . . , πnu, and define Φ
to be

π1 _ � � � _ πn.

Then for A P V and a, b, c, d P A,

xa, by P Θpc, dq ô A |ù Φpa, b, c, dq.

Let S1, . . . ,Sn be finite subdirectly irreducible members of V such that every
finite subdirectly irreducible member of V is isomorphic to one of the Si’s. By 3.8
they are, up to isomorphism, the only subdirectly irreducible algebras in V . Let Ψ1

be a sentence which asserts “the collection of xa, by such that }
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Φpa, b, c, dq holds is Θpc, dq,” i.e. Ψ1 can be

@u@v

"
Φpu, v, u, vq & @xΦpx, x, u, vq & @x@yrΦpx, y, u, vq Ñ Φpy, x, u, vqs

& @x@y@zrΦpx, y, u, vq & Φpy, z, u, vq Ñ Φpx, z, u, vqs

& &
Fn�Ø

&
fPFn

@x1@y1 . . .@xn@yn

�
&

1¤i¤n
Φpxi, yi, u, vq Ñ Φpfp~xq, fp~yq, u, vq

�*
.

Thus for A any algebra of type F , A |ù Ψ1 iff for all a, b, c, d P A,

xa, by P Θpc, dq ô A |ù Φpa, b, c, dq.

Next let Ψ2 be a sentence which says

“an algebra is isomorphic to one of S1, . . . ,Sn”

(see §1 Exercise 3). Then let Ψ3 be a sentence which says

“Ψ1 holds, and nontrivial subdirectly irreducible

implies isomorphic to one of S1, . . . ,Sn.”

For example, Ψ3 could be

Ψ1 &
�
DxDy

�
x � y & @u@v pu � v Ñ Φpx, y, u, vqq

�
Ñ Ψ2

	
.

Let Σ be the set of identities of V over an infinite set of variables X . As

Σ |ù Ψ3,

there must be a finite subset Σ0 of Σ such that

Σ0 |ù Ψ3

by 2.13. But then the subdirectly irreducible algebras satisfying Σ0 will satisfy Ψ3;
hence they will be in V . Thus the variety defined by Σ0 must be V . l

Now we turn to the proof of Baker’s finite basis theorem. From this paragraph
until the statement of Theorem 4.18 we will assume that our finite language of
algebras is F , and that we are working with a congruence-distributive variety V .
Let p0px, y, zq, . . . , pnpx, y, zq be ternary terms which satisfy Jónsson’s conditions
II§12.6.

Lemma 4.4.

V |ù pipx, u, xq � pipx, v, xq, 1 ¤ i ¤ n� 1

V |ù x � y Ñ
�
p1px, x, yq � p1px, y, yq _ � � � _ pn�1px, x, yq � pn�1px, y, yq

�
.

PROOF. These are both immediate from II§12.6. l

The proof of Baker’s theorem is must easier to write out if we can assume that
the pi’s are function symbols.
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Definition 4.5. Let F � be the language obtained by adjoining new ternary
operation symbols t1, . . . , tn�1 to F , and let V � be the variety defined by the
identities Σ of type F over some infinite set X of variables true of V plus the
identities

tipx, y, zq � pipx, y, zq,

1 ¤ i ¤ n� 1.

Lemma 4.6. If the identities Σ� of V � are finitely based, then so are the identities
Σ of V .

PROOF. Let Σ�� be

Σ Y
 
tipx, y, zq � pipx, y, zq : 1 ¤ i ¤ n� 1

(
,

and let Σ�
0 be a finite basis for Σ�. Then

Σ�� |ù Σ�
0 ;

hence by 2.13 there is a finite subset Σ��
0 of Σ�� such that

Σ��
0 |ù Σ�

0 .

Thus Σ��
0 is a set of axioms for V �; hence there is a finite Σ0 � Σ such that

Σ0 Y
 
tipx, y, zq � pipx, y, zq : 1 ¤ i ¤ n� 1

(
axiomatizes V �. Hence it is clear that

Σ0 |ù Σ

as one can add new functions ti to any A satisfying Σ0 to obtain A� with

A� |ù Σ��
0 ,

so
A |ù Σ. l

Definition 4.7. Let T � be the set of all terms ppx, ~y q of type F � such that (i)
no variable occurs twice in p, and (ii) the variable x occurs in every nonvariable
subterm of p (as defined in II§14.13).

Lemma 4.8. For A P V � and a, b, a1, b1 P A we have

Θpa, bq XΘpa1, b1q � ∆

iff

A |ù D~z D~w rtipppa, ~z q, qpa
1, ~w q, ppb, ~z qq � tipppa, ~z q, qpb

1, ~w q, ppb, ~z qqs

for some ppx, ~z q, qpx, ~w q P T � and some i, 1 ¤ i ¤ n� 1.

PROOF. pñq Suppose c � d and

xc, dy P Θpa, bq XΘpa1, b1q.
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Then we claim that for some pppx, ~y q P T �, for some j, and for some ~g from A, we
have

tjpc, pppa,~g q, dq � tjpc, pppb,~g q, dq.
To see this first note that the equivalence relation on A generated by

txpppa,~g q, pppb,~g qy : pp P T �, ~g from Au

is Θpa, bq (one can argue this in a manner similar to the proof of 3.1). As

xc, dy P Θpa, bq

we see that for each i,
xtipc, c, dq, tipc, d, dqy

is in the equivalence relation generated by

txtipc, pppa,~g q, dq, tipc, pppb,~g q, dqy : pp P T �, ~g from Au.

As c � d, for some j we know

tjpc, c, dq � tjpc, d, dq

by 4.4; hence for some pp, some ~g, and the same j,

tjpc, pppa,~g q, dq � tjpc, pppb,~g q, dq,
proving the claim. By incorporating c, d into the parameters, we have a p P T � and
parameters ~e such that

ppa,~e q � ppb,~e q;

and furthermore
xppa,~e q, ppb,~e qy P Θpa1, b1q

as
xppa,~e q, ppb,~e qy P Θpc, dq

because of 4.4. Now starting with xppa,~e q, ppb,~e qy instead of xc, dy, we can repeat
the above argument to find q P T �, ti and ~f from A such that

tipppa,~e q, qpa
1, ~f q, ppb,~e qq � tipppa,~e q, qpb

1, ~f q, ppb,~e qq,

as desired.

pðq If for some i

tipppa,~e q, qpa
1, ~f q, ppb,~e qq � tipppa,~e q, qpb

1, ~f q, ppb,~e qq,

then, as the ordered pair consisting of these two distinct elements is in both Θpa, bq
and Θpa1, b1q by 4.4, we have

Θpa, bq XΘpa1, b1q � ∆. l

Definition 4.9. Suppose the operation symbols in F � have arity at most r, with
r finite. For m   ω let T �m be the subset of T � consisting of those terms p in T �

with no more than m occurrences of function symbols. Then define }
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δmpx, y, u, vq to beª
1¤i¤n�1
p,qPT�m

D~z D~w
�
tipppx, ~z q, qpu, ~w q, ppy, ~z qq � tipppx, ~z q, qpv, ~w q, ppy, ~z qq

�
where the z’s come from tz1, . . . , zmru, and the w’s come from tw1, . . . , wmru.

The next lemma is just a restatement of Lemma 4.8.

Lemma 4.10. For A P V � and a, b, a1, b1 P A, we have

Θpa, bq XΘpa1, b1q � ∆

iff
A |ù δmpa, b, a

1, b1q

for some m   ω.

Definition 4.11. Let δ�m be the sentence

@x@y@u@v
�
δm�1px, y, u, vq Ñ δmpx, y, u, vq

�
.

Lemma 4.12. (a)
V� |ù δ�m Ñ δ�m�1

for m   ω, and

(b) for A P V �, if
A |ù δ�m

and
A |ù δkpa, b, c, dq,

then
A |ù δmpa, b, c, dq

for k,m   ω.

PROOF. To prove (a) suppose, for A P V �,

A |ù δ�m

and, for some a, b, c, d P A,

A |ù δm�2pa, b, c, dq.

We want to show
A |ù δm�1pa, b, c, dq.

Choose p, q P T �m�2,
~f ,~g P A, and i such that

tipppa, ~f q, qpc,~g q, ppb, ~f qq � tipppa, ~f q, qpd,~g q, ppb, ~f qq.

Then one can find p1, q1 P T �1 , p
2, q2 P T �m�1 with

ppx, ~z q � p2pp1px, ~zp1qq, ~zp2qq

qpx, ~w q � q2pq1px, ~wp1qq, ~wp2qq
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where ~zp1q, ~zp2q, ~wp1q, ~wp2q are subsequences of ~z, respectively ~w. Let

a1 � p1pa, ~fp1qq,

b1 � p1pb, ~fp1qq,

c1 � q1pc,~gp1qq,

d1 � q1pd,~gp1qq.

Then

tipp
2pa1, ~fp2qq, q

2pc1, ~gp2qq, p
2pb1, ~fp2qqq � tipp

2pa1, ~fp2qq, q
2pd1, ~gp2qq, p

2pb1, ~fp2qqq;

hence
A |ù δm�1pa

1, b1, c1, d1q.

As A |ù δ�m it follows that

A |ù δmpa
1, b1, c1, d1q,

so there are pp, pq P T �m, and ~h,~k P A, and j such that

tjppppa1,~h q, pqpc1,~k q, pppb1,~h qq � tjppppa1,~h q, pqpd1,~k q, pppb1,~h qq,
i.e.,

tjppppp1pa, ~fp1qq,~h q, pqpq1pc,~gp1qq,~k q, pppp1pb, ~fp1qq,~h qq
� tjppppp1pa, ~fp1qq,~h q, pqpq1pd,~gp1qq,~k q, pppp1pb, ~fp1qq,~h qq.

Now pppp1px, ~zp1qq, ~u q P T �m�1

for suitable ~u, and likewise

pqpq1px, ~wp1qq, ~v q P T �m�1

for suitable ~v, so
A |ù δm�1pa, b, c, dq,

as was to be shown.

Combining (a) with the fact that

V � |ù δk Ñ δk�1,

k   ω, we can easily show (b). l

Definition 4.13. An algebra A is finitely subdirectly irreducible if for a, b, a1, b1 P
A with a � b, a1 � b1 we always have

Θpa, bq XΘpa1, b1q � ∆.

(Any subdirectly irreducible algebra is finitely subdirectly irreducible.) If V is a
variety, then VFSI denotes the class of finitely subdirectly irreducible algebras in
V .

Lemma 4.14. If V �
FSI is a strictly elementary class, then, for some n0   ω,

V �
FSI |ù px � y & u � vq Ñ δn0px, y, u, vq

and V � |ù δ�n0
.
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PROOF. Let Φ axiomatize V �
FSI . Then the set of formulas

tΦ & pa � b & c � dq &  δmpa, b, c, dqum ω

cannot be satisfied by any algebra A and elements a, b, c, d P A in view of 4.10.
Hence by the compactness theorem, there is an n0   ω such that

tΦ & px � y & u � vq &  δmpx, y, u, vqum¤n0

cannot be satisfied. By taking negations, we see that every algebra of type F �

satisfies one of

tΦÑ rpx � y & u � vq Ñ δmpx, y, u, vqsum¤n0 ;

hence if A P V �
FSI and a, b, c, d P A, we have

A |ù
ª
m¤n0

pa � b & c � dq Ñ δmpa, b, c, dq

so
A |ù pa � b & c � dq Ñ

ª
m¤n0

δmpa, b, c, dq;

and as
V �
FSI |ù δm Ñ δm�1,

we have
A |ù pa � b & c � dq Ñ δn0pa, b, c, dq.

Thus
V �
FSI |ù px � y & u � vq Ñ δn0px, y, u, vq.

Again if
A P V �

FSI

and a, b, c, d P A and
A |ù δn0�1pa, b, c, dq

then
Θpa, bq XΘpc, dq � ∆

by 4.10, so a � b and c � d. From the first part of this lemma we have

A |ù δn0pa, b, c, dq.

Thus
V �
FSI |ù δ�n0

.

Now if
A P PSpV

�
FSIq,

say
A ¤

¹
iPI

Ai (as a subdirect product),

where Ai P V
�
FSI , and if a, b, c, d P A and

A |ù δn0�1pa, b, c, dq,
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then for some p, q P T �n0�1, for some ~e, ~f from A, and for some j, we have

tjpppa,~e q, qpc, ~f q, ppb,~e qq � tjpppa,~e q, qpd, ~f q, ppb,~e qq;

hence for some i P I ,

tjpppa,~e q, qpc, ~f q, ppb,~e qqpiq � tjpppa,~e q, qpd, ~f q, ppb,~e qqpiq.

Thus
Ai |ù δn0�1papiq, bpiq, cpiq, dpiqq.

As V �
FSI |ù δ�n0

it follows that

Ai |ù δn0papiq, bpiq, cpiq, dpiqq.

We leave it to the reader to see that the above steps can be reversed to show

A |ù δn0pa, b, c, dq.

Consequently,
V � |ù δ�n0

. l

Definition 4.15. If V �
FSI is a strictly elementary class, let Φ1 axiomatize V �

FSI .
Let Φ2 be the sentence

@x@u@v

�
&

1¤i¤n�1
tipx, u, xq � tipx, v, xq

�
& @x@y

�
x � y Ñ

ª
1¤i¤n�1

tipx, x, yq � tipx, y, yq

�
,

and let Φ3 be the sentence

@x@y@u@vrpx � y & u � vq Ñ δn0px, y, u, vqs,

where n0 is as in 4.14.

Lemma 4.16. If V �
FSI is a strictly elementary class, then

V � |ù δ�n0
& Φ2 & pΦ3 Ñ Φ1q,

where n0 and the Φi are as in 4.15.

PROOF. We have
V � |ù δ�n0

from 4.14 and
V � |ù Φ2

follows from 4.4. Finally, the assertions

A |ù Φ3, A P V �

imply
A P V �

FSI
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in view of 4.10; hence
V � |ù Φ3 Ñ Φ1. l

The following improvement of Baker’s theorem (4.18) was pointed out by
Jónsson .

Theorem 4.17. Suppose V is a congruence-distributive variety of finite type such
that VFSI is a strictly elementary class. Then V has a finitely based equational
theory.

PROOF. Let p1, . . . , pn�1 be the terms used in 4.4, and let V � be as defined in 4.5.
Let Φ axiomatize VFSI . Then

Φ &
�

&
1¤i¤n�1

tipx, y, zq � pipx, y, zq
�

axiomatizes V �
FSI , so V �

FSI is also a strictly elementary class. Now let Φ1, Φ2, Φ3

and n0 be as in 4.15. If Σ� is the set of identities true of V � over some infinite set
of variables, then

Σ� |ù δ�n0
& Φ2 & pΦ3 Ñ Φ1q

by 4.16. By 2.13 it follows that there is a finite subset Σ�
0 of Σ� such that

Σ�
0 |ù δ�n0

& Φ2 & pΦ3 Ñ Φ1q.

We want to show that Σ�
0 axiomatizes V �, so suppose A is finitely subdirectly

irreducible and A |ù Σ�
0 . The only time we have made use of congruence-

distributivity was to obtain terms for 4.4. All of the subsequent results have
depended only on 4.4 (this is not surprising in view of Exercise 3). As Φ2 holds
in the variety defined by Σ�

0 we can use these subsequent results. Hence if
a, b, c, d P A and a � b, c � d, then

A |ù δmpa, b, c, dq

for some m   ω by 4.10. As A |ù δ�n0
we know

A |ù δn0pa, b, c, dq

by 4.12. Thus
A |ù Φ3,

and as
A |ù Φ3 Ñ Φ1,

it follows that
A |ù Φ1.

This means
A P V �

FSI ;

hence every subdirectly irreducible algebra satisfying Σ�
0 also satisfies Σ�. In

view of Birkhoff’s theorem (II§8.6), Σ�
0 is a set of axioms for V �. From 4.6 it is

clear that V has a finitely based set of identities. l
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Theorem 4.18 (Baker ). If V is a finitely generated congruence-distributive variety
of finite type, then V has a finitely based equational theory.

PROOF. The proof of Jónsson’s Theorem IV§6.8 actually gives VFSI � HSPU pKq,
where K generates V . If V is finitely generated, this means VFSI � VSI , a finitely
axiomatizable elementary class. l

REFERENCES

1. K.A. Baker [1977]
2. G. Birkhoff [1935]
3. S. Burris [1979]
4. R. McKenzie [1978]

EXERCISES §4

1. Given a finite algebra A of finite type and a finite set of variables X , show
that there is an algorithm to find a finite basis for IdApXq.

2. Show that the identities of a variety are finitely based iff the variety is a
strictly elementary class.

3. (Baker). If V is a variety with ternary terms p1, . . . , pn�1 which satisfy the
statements in Lemma 4.4, show that V is congruence-distributive.

§5 Semantic Embeddings and Undecidability

Now we return to the study of general first-order structures. In this section we will
see that by assuming a few basic results about undecidability we will be able to
prove that a large number of familiar theories are undecidable. The fundamental
work on undecidability was developed by Church , Gödel, Kleene, Rosser and
Turing in the 1930’s. Rosser proved that the theory of the natural numbers is
undecidable, and Turing constructed a Turing machine with an undecidable halting
problem. These results were subsequently encoded into many problems to show
that the latter were also undecidable—some of the early contributors were Boone,
Church, Novikov, Post and Tarski. Popular new techniques of encoding were
developed in the 1960’s by Ershov and Rabin.

We will look at two methods, the embedding of the natural numbers used by
Tarski, and the embedding of finite graphs used by Ershov and Rabin.

The precise definition of decidability cannot be given here—however it suffices
to think of a set of objects as being decidable if there is an “algorithm” to determine
whether or not an object is in the set, and it is common to think of an algorithm as
a computer program.

Let us recall the definition of the theory of a class of structures.

Definition 5.1. LetK be a class of structures of type L . The theory ofK, written
ThpKq, is the set of all first-order sentences of type L (over some fixed “standard”
countably infinite set of variables) which are satisfied by K.
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Definition 5.2. Let A be a structure of type L and let B be a structure of type
L �. Suppose we can find formulas

∆pxq

Φf px1, . . . , xn, yq for f P Fn, n ¥ 1

Φrpx1, . . . , xnq for r P Rn, n ¥ 1

of type L � such that if we let

B0 � tb P B : B |ù ∆pbqu

then the set  
xxb1, . . . , bny, by P B

n
0 �B0 : B |ù Φf pb1, . . . , bn, bq

(
defines an n-ary function f on B0, for f P Fn, n ¥ 1, and the set 

xb1, . . . , bny P B
n
0 : B |ù Φrpb1, . . . , bnq

(
defines an n-ary relation r on B0 for r P Rn, n ¥ 1, such that by suitably
interpreting the constant symbols of L in B0 we have a structure B0 of type L
isomorphic to A. Then we say A can be semantically embedded in B, written
A -

sem B. The notation A -
sem K means A can be semantically embedded in

some member of K, and the notation H -
sem K means each member of H can

be semantically embedded in at least one member of K, using the same formulas
∆, Φf , Φr.

Lemma 5.3. If G -
sem H and H -

sem K, then G -
sem K, i.e., the notion of

semantic embedding is transitive.

PROOF. (Exercise.) l

Definition 5.4. If K is a class of structures of type L and c1, . . . , cn are symbols
not appearing in L , then Kpc1, . . . , cnq denotes the class of all structures of type
L Y tc1, . . . , cnu, where each ci is a constant symbol, obtained by taking the
members B of K and arbitrarily designating elements c1, . . . , cn in B.

Definition 5.5. Let N be the set of natural numbers, and let N be xN,�, ���, 1y.

We will state the following result without proof, and use it to prove that the
theory of rings and the theory of groups are undecidable. (See [33].)

Theorem 5.6 (Tarski). GivenK, if for some n   ω we have N -
sem Kpc1, . . . , cnq,

then ThpKq is undecidable.

Lemma 5.7 (Tarski). N -
sem Z � xZ,�, ���, 1y, Z being the set of integers.
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PROOF. Let ∆pxq be

Dy1 � � � Dy4

�
x � y1 ��� y1 � � � � � y4 ��� y4 � 1

�
.

By a well-known theorem of Lagrange,

Z |ù ∆pnq iff n P N.

Let Φ�px1, x2, yq be
x1 � x2 � y,

and let Φ.px1, x2, yq be
x1 ��� x2 � y.

Then it is easy to see N -
sem Z. l

Theorem 5.8 (Tarski). The theory of rings is undecidable.

PROOF. Z is a ring, so 5.6 applies. l

Remark. In the above theory of rings we can assume the language being used is
any of the usual languages such as t�, ���u, t�, ���, 1u, t�, ���,�, 0, 1u in view of 5.6.

Lemma 5.9 (Tarski).

xZ,�, ���, 1y -
sem xZ,�, 2, 1y,

where 2 denotes the function mapping a to a2.

PROOF. Let ∆pxq be
x � x,

let Φ�px1, x2, yq be
x1 � x2 � y,

and let Φ.px1, x2, yq be

y � y � x2
1 � x

2
2 � px1 � x2q

2.

To see that the latter formula actually defines ��� in Z, note that in Z

a ��� b � cô 2c� a2 � b2 � pa� bq2. l

Lemma 5.10 (Tarski).

xZ,�, 2, 1y -
sem xZ,�, |, 1y,

where a|b means a divides b.

PROOF. Let ∆pxq be
x � x,
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let Φ�px1, x2, yq be
x1 � x2 � y,

and let Φ2px1, yq be

@z
�
px1 � yq|z Ø ppx1|zq & px1 � 1|zqq

�
& @u@v@z

��
pu� x1 � yq & pv � 1 � x1q

�
Ñ

�
u|z Ø px1|z & v|zq

��
.

Then Φ2pa, bq holds for a, b P Z iff

a� b � � apa� 1q

b� a � � apa� 1q,

and thus iff
b � a2. l

Lemma 5.11 (Tarski) . Let SympZq be the set of bijections from Z to Z, let �
denote composition of bijections, and let π be the bijection defined by πpaq �
a� 1, a P Z. Then

xZ,�, |, 1y -
sem xSympZq, �, πy.

PROOF. Let ∆pxq be
x � π � π � x,

let Φ�px1, x2, yq be
x1 � x2 � y,

and let Φ|px1, x2q be

@zpx1 � z � z � x1 Ñ x2 � z � z � x2q.

For σ P SympZq note that
σ � π � π � σ

iff for a P Z,
σpa� 1q � σpaq � 1;

hence if
σ � π � π � σ

then
σpaq � σp0q � a,

i.e.,
σ � πσp0q.

Thus
xSympZq, �, πy |ù ∆pσq

iff
σ P tπn : n P Zu.

Clearly Φ� defines a function on this set, and indeed

xSympZq, �, πy |ù Φ�pπ
a, πb, πcq

iff
a� b � c.
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Next we wish to show

xSympZq, �, πy |ù Φ|pπ
a, πbq iff a|b,

in which case the mapping
a ÞÑ πa

for a P Z gives the desired isomorphism to show

xZ,�, |, 1y ÝÝÑ
sem

xSympZq, �, πy.

So suppose a|b in Z. If σ P SympZq and

σ � πa � πa � σ

we have
σpc� aq � σpcq � a

for c P Z; hence
σpc� d ��� aq � σpcq � d ��� a

for c, d P Z, so in particular

σpc� bq � σpcq � b;

hence
σ � πb � πb � σ.

Thus
a|bñ xSympZq, �, πy |ù Φ|pπ

a, πbq.

Conversely suppose
xSympZq, �, πy |ù Φ|pπ

a, πbq

for some a, b P Z. If b � 0 then a|b, so suppose b � 0. Let

ρpcq �

#
c� a if a|c
c if a - c

for c P Z. Clearly ρ P SympZq. An easy calculation shows

ρ � πa � πa � ρ;

hence looking at Φ| we must have

ρ � πb � πb � ρ.

Now

πb � ρpcq �

#
c� a� b if a|c
c� b if a - c

and

ρ � πbpcq �

#
c� b� a if a|c� b
c� b if a - c� b.

Thus
a|c iff a|c� b,

for c P Z; hence a|b. l
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Theorem 5.12. (Tarski) . The theory of groups is undecidable.

PROOF. From 5.3, 5.7, 5.9, 5.10, and 5.11 we have N -
sem xSympZq, �, πy. If K

is the class of groups (in the language t���uq then xSympZq, �, πy P Kpc1q; hence
by 5.6 it follows that ThpKq is undecidable. l

A major result of J. Robinson was to show xN,�, ���, 1y -
sem xQ,�, ���, 1y;

hence the theory of fields is undecidable.

Now we turn to our second technique for proving undecidability. Recall that a
graph is a structure xG, ry where r is an irreflexive and symmetric binary relation.

Definition 5.13. Gfin will denote the class of finite graphs.

The following result we state without proof. (See [13]; Rabin [1965].)

Theorem 5.14 (Ershov, Rabin). If we are given K, and for some n   ω we have

Gfin
-

sem Kpc1, . . . , cnq,

then ThpKq is undecidable.

Theorem 5.15 (Grzegorczyk). The theory of distributive lattices is undecidable.

PROOF. If P � xP,¤y is a poset, recall that a lower segment of P means a subset
S of P such that a P P, b P S and a ¤ b imply a P S. In I§3 Exercise 4 it
was stated that a finite distributive lattice is isomorphic to the lattice of nonempty
lower segments (under �q of the poset of join irreducible elements of the lattice;
and if we are given any poset with 0 then the nonempty lower segments form a
distributive lattice, with the poset corresponding to the join irreducibles.

Thus given a finite graph xG, ry, let us define a poset P � xP,¤y by

P � GY
 
ta, bu � G : arb holds

(
Y t0u,

and require p ¤ q to hold iff p � q, p � 0, or p P G and q is of the form tp, bu.
Then in the lattice L of lower segments of P the minimal join irreducible elements
are precisely the lower segments of the form ta, 0u for a P G; and arb holds in G
iff there is a join irreducible element above ta, 0u and tb, 0u in L. (See Figure 34
for the poset corresponding to the graph in Figure 30.) Hence if we let Irrpxq be

@y@z
�
y _ z � xÑ py � x_ z � xq

�
and then let ∆pxq be

Irrpxq & @y
�
py ¤ x & Irrpyqq Ñ py � 0_ y � xq

�
& px � 0q
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{a,b} {b,c} {b,d} {c,d}

a b c d

0

Figure 34

and let Φrpx1, x2q be

px1 � x2q & Dy
�
Irrpyq & x1 ¤ y & x2 ¤ y

�
,

where in the above formulas u ¤ v is to be replaced by u ^ v � u, then we see
that xG, ry is semantically embedded in xL,_,^, 0y. l

Theorem 5.16 (Rogers). The theory of two equivalence relations is undecidable,
i.e., if K is the class of structures xA, r1, r2y where r1 and r2 are both equivalence
relations on A, then ThpKq is undecidable.

PROOF. Given a finite graph xG, ry let ¤ be a linear order on G. Then let S be the
set

GY txa, by : arbu.

Let the equivalence class a{r1 be

tau Y
 
xa, by : arb, a   bu Y txb, ay : arb, a   b

(
and let the equivalence class b{r2 be

tbu Y txa, by : arb, a   bu Y txb, ay : arb, a   bu.

(See Figure 35 for the structure xS, r1, r2y corresponding to the graph in Figure 30
with a   b   c   d. The rows give the equivalence classes of r1, the columns the
equivalence classes of r2.q Then xS, r1, r2y is a set with two equivalence relations.
Let

r0 � r1 X r2.

Then the elements of G are precisely those s P S such that

s{r0 � tsu,
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a,b

b,a

b
b,c
c,b

c

b,d

d,b

c,d
d,c

d

a

Figure 35

and for a, b P G, arb holds iff

|tc P S : ar1c and cr2bu Y tc P S : br1c and cr2au| � 2.

Thus the formulas

∆pxq � @y
�
pxr1y & xr2yq Ñ x � y

�
Φrpx1, x2q � Dy1Dy2

"
y1 � y2 &

��
&
i�1,2

x1r1yi & yir2x2

	
_
�

&
i�1,2

x2r1yi & yir2x1

	�*
suffice to show

xG, ry -
sem xS, r1, r2y. l

A more general notion of a semantic embedding of a structure A into a structure
B is required for some of the more subtle undecidability results, namely the
interpretation of the elements of A as equivalence classes of n-tuples of elements
of B. Of course this must all be done in a first-order fashion. For notational
convenience we will define this only for the case of A a binary structure, but it
should be obvious how to formulate it for other structures.

Definition 5.17. Let A � xA, ry be a binary structure, and B a structure of
type L . A can be semantically embedded in B, written A

sem
ÝÝÑ B, if there are

L -formulas, for some n   ω,

∆px1, . . . , xnq

Φrpx1, . . . , xn; y1, . . . , ynq

Eqpx1, . . . , xn; y1, . . . , ynq

such that if we let

D � txb1, . . . , bny P B
n : B |ù ∆pb1, . . . , bnqu
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and if rD is the binary relation

rD � tx~b,~c y P D �D : B |ù Φrp~b,~c qu

and � is the binary relation

� � tx~b,~c y P D �D : B |ù Eqp~b,~c qu

then � is an equivalence relation on D and we have

xA, ry � xD, rDy{�

where

rD{�� tx~b{�, ~c{�y P D{��D{� : rD X p~b{��~c{�q � Øu.

A class H of binary structures can be semantically embedded into a class K of
structures of type L , written H sem

ÝÝÑ K, if there are formulas ∆, Φr,Eq as above
such that for each structure A in the class H there is a member B of K such that
∆, Φr,Eq provide a semantic embedding of A into B.

Using our more general notion of semantic embedding we still have the general
results from before, two of which we repeat here for convenience.

Theorem 5.18. (a) The semantic embeddability relation sem
ÝÝÑ is transitive.

(b) (Ershov , Rabin q. If finite graphs can be semantically embedded into a
class Kpc1, . . . , cnq, then the first-order theory of K is undecidable.

For the last part of this section we will look at results on Boolean pairs.

Definition 5.19. A Boolean pair is a structure xB,B0,¤y where xB,¤y is a
Boolean algebra (i.e., this is a complemented distributive lattice) and B0 is a unary
relation which gives a subalgebra xB0,¤y. The class of all Boolean pairs is called
BP .

The Boolean pairs xB,B0,¤y such that xB,¤y is atomic (i.e., every element
is a sup of atoms) and B0 contains all the atoms of xB,¤y form the class BP 1.

The Boolean pairs xB,B0,¤y such that for every element b P B there is a
least element b P B0 with b ¤ b constitute the class BPM .

The Boolean pairs xB,B0,¤y in BPM such that xB,¤y, xB0,¤y are atomic
form the class BP 2.

Definition 5.20. Let G�
fin be the class of finite graphs xG, ry such that r � Ø.

Lemma 5.21. Gfin
sem
ÝÝÑ G�

finpcq.

PROOF. (Exercise.) l
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Adapting a technique of Rubin, McKenzie proved the following.

Theorem 5.22 (McKenzie) . The theory of BP 2 is undecidable.

PROOF. Given a member G � xG, ry of G�
fin let X � G� ω. Two sets Y and Z

are said to be “almost equal,” written Y a
� Z, if Y and Z differ by only finitely

many points. For g P G, let Cg � txg, jy : j P ωu � X , a “cylinder” of X . Let
B be all subsets of X which are almost equal to a union of cylinders, i.e., all Y
such that for some S � G, Y

a
�

�
gPS Cg. Note that xB,�y is a Boolean algebra

containing all finite subsets of X .

To define B0 first let

E �
 
ta, bu : xa, by P r

(
,

the set of unordered edges of G, and then for each g P G choose a surjective map

αg : Cg Ñ E � ω
such that ��α�1

g pxe, jyq
�� � #

2 if g P e
3 if g R e.

Then, for xe, jy P E � ω, let
De,j �

¤
gPG

α�1
g pxe, jyq.

This partitions X into finite sets De,j such that for g P G,

|De,j X Cg| �

#
2 if g P e
3 if g R e.

Let B0 be the set of finite and cofinite unions of De,j’s. Note that xB0,�y is a
subalgebra of xB,�y as a Boolean algebra.

Now we want to show xG, ry sem
ÝÝÑ xB,B0,�y :

∆pxq is “for all atoms y of B0 there are exactly two or three atoms of B below
x^ y”

Eqpx, yq is @zDu ru is an atom of B0 and there are exactly two or three atoms
of B below x^ y ^ u and px^ y ^ z ^ u � 0 or x^ y ^ z1 ^ u � 0qs

Φrpx, yq is x � y & @u@vrEqpu, xq & Eqpv, yq Ñ (for some atom z of B0

there are exactly two atoms of B below each of u^ z and v ^ zqs.

To see that G sem
ÝÝÑ xB,B0,¤y it suffices to check the following claims:

(a) xB,B0,¤y |ù ∆pZq implies Z a
� Cg for some g P G (just recall the descrip-

tion of the elements of Bq,

(b) xB,B0,¤y |ù ∆pCgq for g P G,

(c) for X,Y such that ∆pXq,∆pY q hold we have EqpX,Y q iff X a
� Y ,

(d) forX,Y such that ∆pXq,∆pY q hold we have ΦrpX,Y q iff X a
� Cg, Y

a
� Cg1

for some g, g1 P G with xg, g1y P r,
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(e) the mapping g ÞÑ Cg{ � establishes G � xD, rDy{� .

Thus we have proved
G�

fin
sem
ÝÝÑ BP 2;

hence
G�

finpcq
sem
ÝÝÑ BP 2pcq;

thus by Lemma 5.21
Gfin

sem
ÝÝÑ BP 2pcq. l

Theorem 5.23 (Rubin). The theory of CA1, the variety of monadic algebras, is
undecidable.

PROOF. It suffices to show BP 2 sem
ÝÝÑ CA1 as we have Gfin

sem
ÝÝÑ BP 2pc1q. Given

xB,B0,¤yP BP
2, let c be the unary function defined on the Boolean algebra

xB,¤y by
cpbq � the least member of B0 above b.

Then xB,_,^, 1, c, 0, 1y is a monadic algebra, and with

∆pxq defined as x � x

ΦB0pxq defined as x � cpxq

we have, using the old definition of semantic embedding,
xB,B0,¤y

-
sem xB,_,^, 1, c, 0, 1y. l

Actually the class BPM defined above is just an alternate description of
monadic algebras, and BP 2 � BPM .

Finally we turn to the class BP 1, a class which has played a remarkable role
in the classification of decidable locally finite congruence modular varieties.

Theorem 5.24 (McKenzie) . The theory of BP 1 is undecidable.

PROOF. Given a finite graph xG, ry with r � Ø first construct xB,B0,�y as in
5.22, so B is a field of subsets of X � G� ω. Let π1 be the first projection map
from X � ω to X , and define

B� � tπ�1
1 pY q : Y P Bu

B�
0 � tπ

�1
1 pY q : Y P B0u.

Then
xB�, B�

0 ,�y � xB,B0,�y,

and each nonzero member of B� contains infinitely many points from X�ω. Now
let

B�� � tY � X � ω : Y
a
� Z for some Z P B�u

B��
0 � tY � X � ω : Y

a
� Z for some Z P B�

0 u.
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Then xB��, B��
0 ,�y P BP 1 as all finite subsets of X � ω belong to both B�� and

B��
0 , and furthermore

xB��, B��
0 ,�y{

a
� � xB�, B�

0 ,�y.

Now “Y is finite” can be expressed for Y P B�� by

@xrx ¤ Y Ñ x P B��
0 s

as every nonzero element b0 of B0 has an element b P B �B0 below it. Thus

xB�, B�
0 ,�y

sem
ÝÝÑ xB��, B��

0 ,�y;

hence
xB,B0,�y

sem
ÝÝÑ xB��, B��

0 ,�y.

This shows
BP 2 sem

ÝÝÑ BP 1;

hence
Gfin

sem
ÝÝÑ BP 1pc1q. l
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Recent Developments and
Open Problems

At several points in the text we have come very close to some of the most exciting
areas of current research. Now that the reader has had a substantial introduction to
universal algebra, we will survey the current situation in these areas and list a few
of the problems being considered. (This is not a comprehensive survey of recent
developments in universal algebra—the reader will have a good idea of the breadth
of the subject if he reads Taylor’s survey article [35], Jónsson’s report [20], and the
appendices to Grätzer’s book [16].)

§1 The Commutator and the Center

One of the most promising developments has been the creation of the commu-
tator by Smith [1976]. He showed that, for any algebra A in a congruence-
permutable variety, there is a unique function, r�,�s, called the commutator, from
pCon Aq � pCon Aq to Con A with certain properties. In the case of groups this
is just the familiar commutator (when one considers the corresponding normal
subgroups). Rather abruptly, several concepts one had previously considered to
belong exclusively to the study of groups have become available on a grand scale:
viz., solvability, nilpotence, and the center. Hagemann and Herrmann [1979] subse-
quently extended the commutator to any algebra in a congruence-modular variety.
Freese and McKenzie [1987] have given another definition of the commutator,
and of course we used their (first-order) definition of the center (of an arbitrary
algebra) in II§13. These new concepts have already played key roles in Burris and
McKenzie [1981] and Freese and McKenzie [1981],[1987].

Problem 1. For which varieties can we define a commutator?

Problem 2. Find a description of all A (parallel to II§13.4) such that ZpAq �

∆

A.

249
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§2 The Classification of Varieties

Birkhoff’s suggestion in the 1930’s that congruence lattices should be considered
as fundamental associated structures has proved to be remarkably farsighted. An
important early result was the connection between modular congruence lattices
and the unique factorization property due to Ore [1936]. A major turning point in
showing the usefulness of classifying a variety by the behavior of the congruence
lattices was Jónsson’s theorem [1967] that if V pKq is congruence-distributive, then
V pKq � IPSHSPU pKq.

The role of a single congruence, the center, is rapidly gaining attention. Let
us call a variety modular Abelian if it is congruence-modular and, for any algebra
A in the variety, ZpAq �

∆

A. Such varieties are essentially varieties of unitary
left R-modules. A variety V is said to be (discriminator) b (modular Abelian)
if it is congruence modular and there are two subvarieties V1, V2 such that V1 is
a discriminator variety, V2 is a modular Abelian variety, and V � V1 _ V2. For
such a variety V (see Burris and McKenzie [1981]) each algebra in V is, up to
isomorphism, uniquely decomposable as a product of an algebra from V1 and an
algebra from V2. The importance of this class of varieties is discussed in §3 and §5
below. The following Hasse diagram (Figure 36) shows some of the most useful
classes of varieties in research.

all varieties

congruence
 -distributive

congruence-modular

congruence-
  permutable

arithmetical
(discriminator) 
 (modular Abelian)semisimple

  arithmetical

discriminator
modular
Abeliangenerated by

a primal algebra

trivial varieties

Figure 36
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§3 Decidability Questions

Decidability problems have been a popular area of investigation in universal algebra,
thanks to the fascinating work of Mal’cev [24] and Tarski [33]. Let us look at
several different types of decidability questions being studied.

(a) First-order Theories. In V§5 we discussed the semantic embedding tech-
nique for proving that theories are undecidable. There has been a long-standing
conviction among researchers in this area that positive decidability and nice struc-
ture theory go hand in hand. The combined efforts of Szmielew [1954], Ershov
[1972] and Zamjatin [1978a] show that a variety of groups is decidable iff it is
Abelian. This has recently been strengthened by McKenzie [1982c] as follows:
any class of groups containing PSpGq, where G can be any nonabelian group, has
an undecidable theory. In Burris and Werner [1979] techniques of Comer [1975]
for cylindric algebras have been extended to prove that every finitely generated
discriminator variety of finite type has a decidable theory. Zamjatin [1976] showed
that a variety of rings has a decidable theory iff it is generated by a zero-ring and
finitely many finite fields. Recently Burris and McKenzie [1981] have applied
the center and commutator to prove the following: if a locally finite congruence-
modular variety has a decidable theory, then it must be of the form (discriminator)
b (modular Abelian). Indeed there is an algorithm such that, given a finite set K
of finite algebras of finite type, one can decide if V pKq is of this form, and if so,
one can construct a finite ring R with 1 such that V pKq has a decidable theory
iff the variety of unitary left R-modules has a decidable theory. This leads to an
obvious question.

Problem 3. Which locally finite varieties of finite type have a decidable theory?

Zamjatin [1976] has examined the following question for varieties of rings.

Problem 4. For which varieties of finite type is the theory of the finite algebras in the
variety decidable?

Actually we know very little about this question, so let us pose two rather
special problems.

Problem 5. Do the finite algebras in any finitely generated arithmetical variety of finite
type have a decidable theory?

Problem 6. Do the finite algebras in any finitely generated congruence-distributive, but
not congruence-permutable, variety of finite type have an undecidable theory?

(b) Equational Theories. Tarski [1953] proved that there is no algorithm for
deciding if an equation holds in all relation algebras (hence the first-order theory
is certainly undecidable). Mal’cev [24] showed the same for unary algebras.
Murskiı̌ [1968] gave an example of a finitely based variety of semigroups with
an undecidable equational theory. R. Freese [1979] has proved that there is no
algorithm to decide which equations in at most 5 variables hold in the variety of
modular lattices. From Dedekind’s description (see } [3]) of the 28 element
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modular lattice freely generated by 3 elements it is clear that one can decide which
equations in at most 3 variables hold in the variety of modular lattices.

Problem 7. Is there an algorithm to decide which equations in at most 4 variables hold in
modular lattices?

(c) Word Problems. Given a variety V of type F , a presentation (of an algebra
Aq in V is an ordered pair xG,Ry of generators G and defining relations R such
that the following hold.

(i) R is a set of equations ppg1, . . . , gnq � qpg1, . . . , gnq of type F Y G (we
assume F XG � ∅q with g1, . . . , gn P G.

(ii) If pV is the variety of type F Y G defined by Σ Y R, where Σ is a set of
equations defining V, then A is the reduct (see II§1 Exercise 1) of F

pV
p∅q to the

type of V.

When the above holds we write PV pG,Rq for A, and say “PV pG,Rq is the
algebra in V freely generated by G subject to the relations R.” If R � ∅ we just
obtain FV pGq. A presentation xG,Ry is finite if both G and R are finite, and in
such case PV pG,Rq is said to be finitely presented.

The word problem for a given presentation xG,Ry in V asks if there is an algo-
rithm to determine, for any pair of “words,” i.e., terms rpg1, . . . , gnq, spg1, . . . , gnq,

whether or not
FV p∅q |ù rpg1, . . . , gnq � spg1, . . . , gnq.

If so, the word problem for xG,Ry is decidable (or solvable); otherwise it is
undecidable (or unsolvable). The question encountered in (b) above of “which
equations in the set of variables X hold in a variety V ” is often called the word
problem for the free algebra FV pXq. The word problem for a given variety V asks
if every finite presentation xG,Ry in V has a decidable word problem. If so, the
word problem for V is decidable; otherwise it is undecidable.

Markov [1947] and Post [1947] proved that the word problem for semigroups is
undecidable. (A fascinating introduction to decidability and word problems is given
in Trakhtenbrot [36].) Perhaps the most celebrated result is the undecidability of the
word problem for groups (Novikov [1955]). A beautiful algebraic characterization
of finitely presented groups PV pG,Rq with solvable word problems is due to
Boone and Higman [1974], namely PV pG,Rq has a solvable word problem iff it
can be embedded in a simple group S which in turn can be embedded in a finitely
presented group T. This idea has been generalized by Evans [1978] to the variety
of all algebras of an arbitrary type. Other varieties where word problems have
been investigated include loops (Evans [1951]) and modular lattices (Hutchinson
[1973], Lipschitz [1974] and Freese [1979]). The survey article of Evans [14] is
recommended.

Problem 8. Is the word problem for orthomodular lattices decidable?
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(d) Base Undecidability. This topic has been extensively developed by McNulty
[1976] and Murskiı̌, V.L. [1971]. The following example suffices to explain the
subject. Suppose one takes a finite set of equations which are true of Boolean alge-
bras and asks: “Do these equations axiomatize Boolean algebras?” Surprisingly,
there is no algorithm to decide this question.

Problem 9. Can one derive the Linial-Post theorem [1949] (that there is no algorithm to
determine if a finite set of tautologies with modus ponens axiomatizes the
propositional calculus) from the above result on Boolean algebras, or vice
versa?

(e) Other Undecidable Properties. Markov [26] showed that a number of
properties of finitely presented semigroups are undecidable, for example there is
no algorithm to determine if the semigroup is trivial, commutative, etc. Parallel
results for groups were obtained by Rabin [1958]; and McNulty [1976] investigates
such questions for arbitrary types. In [1975] McKenzie shows that the question
of whether or not a single groupoid equation has a nontrivial finite model is
undecidable, and then he derives the delightful result that there is a certain groupoid
equation which will have a nontrivial finite model iff Fermat’s Last Theorem is
actually false. For decidability questions concerning whether a quasivariety is
actually a variety see Burris [1982b] and McNulty [1977]. A difficult question is
the following.

Problem 10. (Tarski). Is there an algorithm to determine if V pAq has a finitely based
equational theory, given that A is a finite algebra of finite type?

§4 Boolean Constructions

Comer’s work [1971], [1974], [1975], and [1976] connected with sheaves has
inspired a serious development of this construction in universal algebra. Comer
was mainly interested in sheaves over Boolean spaces, and one might say that this
construction, which we have formulated as a Boolean product, bears the same
relation to the direct product that the variety of Boolean algebras bears to the class
of power set algebras SupIq. Let us discuss the role of Boolean constructions in
two major results.

The decidability of any finitely generated discriminator variety of finite type
(Burris and Werner [1979]) is proved by semantically embedding the countable
members of the variety into countable Boolean algebras with a fixed finite number
of distinguished filters, and then applying a result of Rabin [1969]. The semantic
embedding is achieved by first taking the Boolean product representation of Keimel
and Werner [1974], and then converting this representation into a better behaved
Boolean product called a filtered Boolean power (the filtered Boolean power is the
construction introduced by Arens and Kaplansky in [1948]).

The newest additions to the family of Boolean constructions are the modified
Boolean powers, introduced by Burris in the fall of 1978. Whereas }
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Boolean products of finitely many finite structures give a well-behaved class of
algebras, the modified Boolean powers give a uniform method for constructing
deviant algebras from a wide range of algebras. This construction is a highly
specialized subdirect power, but not a Boolean product.

The construction is quite easy. Given a field B of subsets of a set I, a subfield
B0 of B, an algebra A, and a congruence θ on A, let

ArB,B0, θs
� � tf P AI : f�1paq P B, f�1pa{θq P B0, for a P A, and |Rgpfq|   ωu.

This is a subuniverse of AI , and the corresponding subalgebra is what we call the
modified Boolean power ArB,B0, θs

�. McKenzie developed a subtle generaliza-
tion of this construction in the fall of 1979 for the decidability result of Burris
and McKenzie mentioned in §3(a) above. His variation proceeds as follows: let
B,B0,A and θ be as above, and suppose A ¤ S. Furthermore assume that B0

contains all singletons tiu, for i P I. Then the set
ArB,B0, θ,Ss

� � tf P SI : Dg P ArB,B0, θs
� with rrf � gss finiteu

is a subuniverse of SI . The corresponding subalgebra ArB,B0, θ,Ss
� is the

algebra we want.

§5 Structure Theory

We have seen two beautiful results on the subject of structure theory, namely the
Bulman-Fleming, Keimel and Werner theorem (IV§9.4) that every discriminator
variety can be represented by Boolean products of simple algebras, and McKenzie’s
proof [1982b] that every directly representable variety is congruence-permutable.
McKenzie goes on to show that in a directly representable variety every directly
indecomposable algebra is modular Abelian or functionally complete.

The definition of a Boolean product was introduced in Burris and Werner
[1979] as a simplification of a construction sometimes called a Boolean sheaf.
Subsequently Krauss and Clark [1979] showed that the general sheaf construction
could be described in purely algebraic terms, reviewed much of the literature
on the subject, and posed a number of interesting problems. Recently Burris
and McKenzie [1981] have proved that if a variety V can be written in the form
IΓ apKq, with K consisting of finitely many finite algebras, then V is of the form
(discriminator) b (modular Abelian); and then they discuss in detail the possibility
of Boolean powers, or filtered Boolean powers, of finitely many finite algebras
representing a variety. The paper concludes with an internal characterization of
all quasiprimal algebras A such that the [countable] members of V pAq can be
represented as filtered Boolean powers of A, generalizing the work of Arens and
Kaplansky [1948] on finite fields.

Let us try to further crystallize the mathematically imprecise question of “which
varieties admit a nice structure theory” by posing some specific questions.
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Problem 11. For which varieties does there exist a bound on the size of the directly
indecomposable members?

Problem 12. For which varieties V is every algebra in V a Boolean product of directly in-
decomposable algebras? (Krauss and Clark [1979]) of subdirectly irreducible
algebras? of simple algebras?

Problem 13. For which finite rings R with 1 is the variety of unitary left R-modules
directly representable?

§6 Applications to Computer Science

Following Kleene’s beautiful characterization [1956] of languages accepted by
finite state acceptors and Myhill’s study [1957] of the monoid of a language,
considerable work has been devoted to relating various subclasses of regular
languages and the associated class of monoids. For example Schützenberger
[1965] showed that the class of star-free languages corresponds to the class of
groupfree monoids. For this direction see the books [11], [12] of Eilenberg, and
the problem set and survey of Brzozowski. [7], [7a].

§7 Applications to Model Theory

Comer [1974] formulated a version of the Feferman-Vaught theorem (on first-order
properties of direct products) for certain Boolean products, and in Burris and
Werner [1979] it is shown that all of the known variations on the Feferman-Vaught
theorem can be derived from Comer’s version.

Macintyre [1973/74] used sheaf constructions to describe the model compan-
ions of certain classes of rings, and this was generalized somewhat by Comer
[1976] and applied to varieties of monadic algebras. In Burris and Werner [1979] a
detailed study is made of model companions of discriminator varieties, and then
the concept of a discriminator formula is introduced to show that the theorems of
Macintyre and Comer are easy consequences of the results on discriminator vari-
eties. A formula τpx, y, u, vq is a discriminator formula for a class K of algebras
if it is an existential formula in prenex form such that the matrix is a conjunction
of atomic formulas, and we have

K |ù τpx, y, u, vq Ø rpx � y & u � vq _ px � y & x � vqs.

Problem 14. For which varieties V can one find a discriminator formula for the subclass
of subdirectly irreducible members?

Problem 15. Which finite algebras have a discriminator formula?
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§8 Finite Basis Theorems

In V§4 we looked at the three known general results on the existence of a finite basis
for a variety (i.e., the variety is finitely axiomatizable). For many years universal
algebraists hoped to amalgamate the Oates-Powell theorem [1965] (that a variety
generated by a finite group has a finite basis) with Baker’s theorem (that a finitely
generated congruence-distributive variety of finite type has a finite basis) into one
theorem saying that a finitely generated congruence-modular variety of finite type
would have a finite basis. This was shown impossible by Polin [1976] who gave
an example of a finitely generated but not finitely based (congruence-permutable)
variety of nonassociative rings.

Problem 16. Find a common generalization of the Oates-Powell theorem and Baker’s
theorem.

§9 Subdirectly Irreducible Algebras

Let F be a type of algebras, and let κ � |F | �ω. As we have seen in V§3, Taylor
[1972] proved that if a variety V of type F has a subdirectly irreducible algebra of
size greater than 2κ then V has arbitrarily large subdirectly irreducible members.
Later McKenzie and Shelah [1974] proved a parallel result for simple algebras. In
V§3 we proved Quackenbush’s result [1971] that if A is finite and V pAq has only
finitely many finite subdirectly irreducible members (up to isomorphism), then
V pAq contains no infinite subdirectly irreducible members. Using the commutator
Freese and McKenzie [1981] proved that a finitely generated congruence-modular
variety with no infinite subdirectly irreducible members has only finitely many
finite subdirectly irreducible members.

Problem 17. (Quackenbush). If a finitely generated variety has no infinite subdirectly irre-
ducible members, must it have only finitely many finite subdirectly irreducible
algebras?
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Basel; Akademie Verlag, Berlin, 1978.

16. , Universal Algebra, 2nd edition, Springer-Verlag, New York, 1979.
17. P.R. Halmos, Algebraic Logic, Chelsea, New York, 1962.
18. , Lectures on Boolean Algebras, van Nostrand, Princeton, 1963.
19. L. Henkin, J.D. Monk, and A. Tarski, Cylindric Algebras, Part 1, North-Holland,

Amsterdam, 1971.
20. B. Jónsson, Topics in Universal Algebra, Lecture Notes in Mathematics, vol. 250,

Springer-Verlag, Berlin-New York, 1972.
21. , Congruence varieties, Algebra Universalis 10 (1980), 355-394.
22. A.G. Kurosh, Lectures on General Algebra, Chelsea, New York, 1963.
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K. Gödel
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Almost complete graph 205
Arguesian identity 41
Arithmetical variety 80
Arity

of a function symbol 23
of an operation 23

Atom of a Boolean algebra 121
Atomic

Boolean algebra 245
formula 192

Atomless 121
Automorphism 43
Axiom 213
Axiomatized by 75, 213

Balanced identity 96
Basic Horn formula 207
Binary

algebra 105
idempotent algebra 105
idempotent variety 106
operation 23
relation 15, 192

Binary relation, inverse of 15
Biregular ring 163
Block

of a partition 16
of a 2-design 106

Boolean
algebra of subsets 118
pair 245
power (bounded) 142
product 155

269
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product representation 158
ring 122
space 135

Boolean algebra 25
atom of a 121
atomic 245
filter of a 127
ideal of a 127
maximal ideal of a 132
prime ideal of a 133
principal ultrafilter of a 135
ultrafilter of a 132

Bound
greatest lower 5
least upper 5
lower 5
occurrence of a variable 194
upper 5

Bounded lattice 25
Brouwerian algebra 26

Cancellation law 220
Cantor discontinuum 140
Cayley table 102
Center of an algebra 83
Central idempotent 126
Chain 4
Chain of structures 203
Class operator 60
Closed

interval 5
set system 21
set system, algebraic 21
subset 18
under unions of chains 21
under unions of upward

directed families 21
Closure operator 18

algebraic 19
n-ary 32

Cofinite subset 121
Commutative group 24
Commutator 249
Compact element of a lattice 17
Compactly generated lattice 17
Compactness theorem 212

for equational logic 98

Compatibility property 35
Complement 27

in a Boolean algebra 116

Complemented lattice 27
Complete

graph 205
lattice 14
poset 14
sublattice 15

Completely meet irreducible
congruence 60

Completeness theorem for
equational logic 95

Congruence(s) 35
completely meet irreducible 60
extension property 42
factor 52
fully invariant 90
lattice 37
permutable 40
principal 38
product 176
restriction of a 48
3-permutable 42

Congruence
-distributive 40
-modular 40
-permutable 40
-uniform 188

Conjunction of formulas 199
Conjunctive form 199
Constant operation 23
Contains a copy as a sublattice 9
Correspondence theorem 49
Coset 16
Covers 5
Cylindric algebra 26
Cylindric ideal 135

Decidable 237
Dedekind-MacNeille completion 21
Deduction

elementary 98
formal 95
length of 95

Deductive closures of identities 94
Definable principal congruences 223
Defined by 75, 213
Defining relation 252
Degree 201
Deletion homomorphism 110
Demi-semi-primal algebra 175
Diagonal relation 15
Direct

power of algebras 53
product of algebras 51, 53
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product of structures 204

Directly
indecomposable algebra 53
representable variety 187

Discrete topological space 140
Discriminator

formula 255
function 164
variety 165

Disjointed union of
topological spaces 139

Disjunction of formulas 199
Disjunctive form 199
Distributive

lattice 10
laws 10

Dual lattice 7

Elementary
class of structures 213
deduction 98
embedding of a structure 201
relative to 201
substructure 200

Embedding
of an algebra 29
of a lattice 9
of a structure 201, 203
semantic 238, 244
subdirect 57

Endomorphism 43
Epimorphism 43
Equalizer 143
Equational logic 89

compactness theorem 98
completeness theorem 95

Equational
class 75
theory 92

Equationally complete variety 96
Equivalence

class 16
relation 15

Existential quantifier 193
Extensive 18

F.s.a. 108
Factor congruence(s) 52

pair of 52

Field of subsets 120
Filter

generated by 131
maximal 155

of a Boolean algebra 127
of a Heyting algebra 135
of a lattice 155
proper 155

Filtered Boolean power 253
Final states of an f.s.a. 108
Finitary

operation 23
relation 192

Finite
algebra 23
presentation 252

Finite state acceptor 108
final states of a 108
language accepted by a 108
partial 108
states of a 108

Finitely based identities 227
Finitely generated 20

algebra 31
variety 61

Finitely
presented 252
subdirectly irreducible 233

First-order
class of structures 213
language 191
relative to 201
structure 192

Formal deduction 95
Formula(s)

atomic 192
basic Horn 207
conjunction of 199
discriminator 255
disjunction of 199
Horn 204, 207
in conjunctive form 199
in disjunctive form 199
in prenex form 198
length of 198
logically equivalent 196
matrix of 198
of type L 192
open 198
principal congruence 222
satisfaction of 195
spectrum of a 205
universal 215
universal Horn 216

Free
generators 65
occurrence of a variable 194
ultrafilter over a set 150

Freely generated by 65
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Fully invariant congruence 90
Function

discriminator 164
representable by a term 150
switching 151
symbol 23, 191
symbol, arity of a 23
symbol, n-ary 23
term 63

Functionally complete 176
Fundamental

operation 23, 192
relation 192

Generates 31
Generating set 20

of an algebra 31
minimal 20

Generators 31, 252
Graph 195, 242

almost complete 205
complete 205

Greatest lower bound 5
Group 24

Abelian 24
commutative 24

Groupoid 23

Hasse diagram 5
Hereditarily simple 173
Heyting algebra 26

filter of 135
Homomorphic image

of an algebra 43
Homomorphism 42, 203

deletion 110
kernel of 44
natural 46
of structures 203
theorem 46

Horn formula 204, 207
basic 207
universal 216

Ideal
generated by 131, 155
maximal 132, 155
of a Boolean algebra 127
of a lattice 10, 155
of the poset of

compact elements 18
prime 133
principal 10
proper 155

Idempotent 18
binary algebra 105
laws 4
operator 61

Identities
balanced 96
deductive closure of 94
finitely based 227

Identity 71
element of a ring 24

Image of a structure 203
Inf 5
Infimum 5
Initial object 67
Interval

closed 5
open 5
topology 141

Inverse of a binary relation 15
IPOLS 105
Irreducible

join 7
subdirectly 57

Irredundant basis 33
Isolated point of a

topological space 141
Isomorphic

algebras 28
lattices 8

Isomorphism 28, 201
of lattices 8
of structures 201
theorem, second 47
theorem, third 49

Isotone 18

Join 4
irreducible 7

Kernel of a homomorphism 44
K-free algebra 67

L-formula 192
-structure 192

Language (automata theory) 108
accepted by a partial f.s.a. 109
accepted by an f.s.a. 108
regular 108

Language (first-order) 191
of algebras 23, 191
of relational structures 191

Latin squares of order n 103
orthogonal 103
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Lattice(s) 4, 6, 25
algebraic 17
bounded 25
compact element of a 17
compactly generated 17
complemented 27
complete 14
congruence 37
distributive 10
dual 7
embedding of a 9
filter of a 155
ideal of a 10, 155
isomorphic 8
isomorphism of 8
maximal filter of a 155
maximal ideal of a 155
modular 11
of partitions 17
of subuniverses 31
orthomodular 27
principal ideal of a 10
proper ideal of a 155
relatively complemented 156
relative complement in a 156

Least upper bound 5
Length

of a deduction 95
of a formula 198

Linearly ordered set 4
Linial-Post theorem 253
Locally finite 69
Logically equivalent formulas 196
Loop 24
Lower

bound 5
segment 10

M5 11
Majority term 81
Mal’cev

condition 77
term 81

Map
natural 45, 54, 55
order-preserving 8

Matrix of a formula 198
Maximal

closed subset 21
congruence 59
filter of a lattice 155
ideal of a Boolean algebra 132
ideal of a lattice 155
property 207

Meet 4

Minimal
generating set 20

variety 96

Model 195
Modular

Abelian variety 250
lattice 11
law 11

Module over a ring 25
Monadic algebra 122
Mono-unary algebra 23
Monoid

syntactic 114

Monomorphism 29

N5 11
n-ary

closure operator 32
function symbol 23
operation 23
relation 191
relation symbol 191, 192
term 63

Natural
embedding in

an ultrapower 211
homomorphism 46
map 45, 54, 55

Nerve nets 107
Nullary operation 23
n-valued Post algebra 26

Occurrence of a variable 194
Open

diagram 218
formula 198
interval 5

Operation
arity of an 23
binary 23
constant 23
finitary 23
fundamental 23
n-ary 23
nullary 23
rank of an 23
ternary 23
unary 23

Operator
class 60
idempotent 61

Order
of a POLS 104
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of a Steiner triple system 99
partial 4
-preserving map 8
total 4

Ordered
basis 126
linearly 4
partially 4
totally 4

Orthogonal Latin square(s)
order of an 103
pair of 104

Ortholattice 27
Orthomodular lattice 27
Pair of orthogonal

Latin squares 104
Parameters 194

Partial
f.s.a. 108
order 4
unary algebra 108

Partially ordered set 4
complete 14

Partition 16
block of a 16

Patchwork property 155
Permutable 3, 42

congruences 40

3-permutable 42
Permute 40
POLS 104
Polynomial 84
Polynomially equivalent

algebras 85
Poset 4

complete 14

Positive sentence 203
Power set 4
Prenex form 198
Presentation 252

finite 252

Preserves subalgebras 172
Primal algebra 150
Prime ideal of a

Boolean algebra 133
Principal

ideal of a lattice 10
ultrafilter of a

Boolean algebra 135
ultrafilter over a set 150

Principal congruence(s) 38
definable 223

formula 222

Product
congruence 176
direct 51, 53, 204
of algebras 51, 53
reduced 206

Projection map 51, 53
Proper

filter 155
ideal 155

Propositional connective 193

Quantifier 193
existential 193
universal 193

Quasigroup 24
Steiner 101

Quasi-identity 219
Quasiprimal 173
Quasivariety 219
Quotient algebra 36

Rank of an operation 23
Reduced product 23, 206
Reduct 27, 220
Regular

language 108
open subset 14

Relation
all 15
binary 15, 192
diagonal 15
equivalence 15
finitary 192
fundamental 192
n-ary 192
symbol 191
ternary 192
unary 192

Relational
product 15
structure 192
structure(s), language of 191
symbol, n-ary 191

Relative complement
in a lattice 156

Relatively complemented
lattice 156

Replacement 94
Representable by a term 150
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Restriction of a congruence 48
Ring 24

biregular 163
Boolean 122
of sets 13
with identity 24

Satisfaction
of formulas 195
of sentences 195

Satisfies 71, 195
Second isomorphism

theorem 47
Semantic embedding 238, 244
Semigroup 24
Semilattice 25
Semiprimal 175
Semisimple 183
Sentence(s) 194

positive 203
satisfaction of 195
special Horn 204
universal 202, 215

Separates points 55
Set(s)

power 4
ring of 13

Simple algebra 59
Skew-free

subdirect product 177
totally 177

Sloop 101
Solvable word problem 252
Spec 162
Special Horn sentence 204
Spectrum

of a formula 205
of a variety 168

Squag 101
States of an f.s.a. 108
Steiner

loop 101
quasigroup 101
triple system 99

Stone duality 135
Strictly

elementary relative to 201
first-order class 201, 214
first-order relative to 201

Structure(s) 192
chain of 203
direct product of 204

elementary class of 213
elementary embedding of 201
embedding of 201
first-order 192
first-order class of 213
homomorphism of 203
image of a 203
isomorphism of 201
subdirect embedding of 204
subdirect product of 204
type of 192

Subalgebra(s) 28
preserves 172

Subdirect
embedding 57, 204
product 57, 204
product, skew-free 177

Subdirectly irreducible
algebra 57

Subformula 193
Sublattice 9

complete 15
contains a copy as a 9

Subset(s)
closed 18
cofinite 121
field of 120
maximal closed 21
regular open 14

Substitution 94
Substructure(s)

elementary 200
embedding of 201
generated by 200

Subterm 93
Subuniverse(s) 28

generated by 30
lattice of 31

Subvariety 96
Sup 5
Supremum 5
Switching

function 151
term 151

Term 62, 192
Mal’cev 81
algebra 64
discriminator 164
function 63
majority 81
of type F 62
of type L 192
switching 151
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2{3-minority 81

Ternary
operation 23
relation 192

Theory 213, 237
equational 92

Third isomorphism
theorem 49

3-permutable 42
Topological space(s)

discrete 140
disjointed union of 139
isolated point of 141
union of 138

Topology, interval 141
Total order 4
Totally skew-free set

of algebras 177
Trivial

algebra 23
variety 96

2-design 106
2{3-minority 81
Type 23

of a structure 192
of an algebra 23

Ultrafilter
free 150
of a Boolean algebra 132
over a set 145
principal 135, 150

Ultrapower 210
natural embedding in an 211

Ultraproduct 146, 210
Unary

algebra 23
operation 23
relation 192

Underlying set 23
Union of topological spaces 138
Unitary R-module 25
Universal

class 215
formula 215
Horn class 216
Horn formula 216
mapping property 65
quantifier 193
sentence 202

Universe 23, 192
Unsolvable word problem 252

Upper bound 5

Valence 201
Variable 62, 192

bound occurrence of a 194
free occurrence of a 194
occurrence of a 194

Variety 61
arithmetical 80
directly representable 187
discriminator 165
equationally complete 96
finitely generated 61
generated by a class

of algebras 61
minimal 96
modular Abelian 250
spectrum of a 168
trivial 61

Word problem 252
decidable 252
solvable 252
unsolvable 252

Yields 93, 195


