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Abstract. The response of the upper ocean to the parameterization of the roughness length z0 on the
air side of the air-sea interface is studied using a one-dimensional mixed-layer model. In particular, it
is shown that in the free convection limit when both the wind speed and the friction velocity approach
zero, the familiar Charnock formula for the momentum roughness, which relies solely on wind gen-
eration, can be modified to account for contributions arising from the thermally generated turbulence.
Therefore, a new parameterization is proposed for the momentum roughness length which extends
the Charnock formula down to zero friction velocity. The value of a parameter which enters in the new
formulation is determined by making use of exsisting free convection surface flux parameterizations.
The effect of the new parameterization on the model performance is tested using data from the ocean
weathership station Papa (OWS P), and data from the Long-Term Upper-Ocean Study (LOTUS)
experiment. Simulations were carried out using a recently developed one-dimensional, second-order,
turbulence closure scheme over diurnal as well as seasonal time scales. The findings suggest that the
new momentum roughness parameterization improves the overall agreement between the observed
and simulated sea-surface temperature (SST).

1. Introduction

In recent years, there has been increasing interest in the parameterization of the
air-sea interface fluxes under free convection conditions [1–3]. In particular, the
work of Miller et al. [2] demonstrated that the proper representation of fluxes in
free convection conditions over the tropical ocean such as in the warm pool region
where the wind speed is relatively low is crucial in determining the correct tropical
atmosphere-ocean circulation.

These fluxes are typically determined by applying the Monin–Obukhov simi-
larity theory in the surface layer above the roughness sub-layer underneath. The
similarity theory is strongly dependent upon the surface roughness and, therefore,
the roughness length is required in order to calculate the fluxes. Over a water
surface the roughness length is commonly determined using Charnock’s formula
which is based upon the assumption that, at high winds, the roughness is mainly
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due to the shorter surface waves and, thus, the roughness length is proportional to
the wind stress which produces and supports these waves.

However, under free convection conditions, both the wind speed and the fric-
tion velocity approach zero and Charnock’s formula is no longer appropriate. The
modification of Charnock’s formula for a non-rough sea surface of Smith [4] is
also inadequate since it becomes singular in the limit of zero friction velocity.
In this study we propose a new roughness length formula for z0 on the air side
of the air-sea interface by making use of the logarithmic profile to relate the free
convection velocity to the friction velocity and employing the concept of an internal
boundary layer. The new parameterization reduces to the usual Charnock formula
in scenarios where strong winds exist, but also accounts for contributions from
thermally generated turbulence in the limit of free convection and can be applied
right down to zero friction velocity.

The effect of the new parameterization is investigated using an oceanic one-
dimensional, second-order, turbulence model driven by a non-iterative surface flux
scheme [5, 6]. The simulation is compared against the data set from ocean weath-
ership station Papa (OWS P) and data from the LOTUS experiment. The results
obtained suggest that the new parameterization is physically plausible.

The paper is organized as follows. In Section 2 we provide a brief description of
the surface flux and roughness length parameterizations as well as a discussion of
the existing approaches dealing with free convection cases. In Section 3 we present
the proposed new formulation and derive the value of a parameter appearing in
the formula. Then, in Section 4, we analyze the sensitivity of the mixed-layer
model to the new parameterization by comparing model simulations against the
observational data. Finally, we present our conclusions and possible extensions of
this work in Section 5.

2. Surface Flux Parameterization

The vertical fluxes of momentum, sensible heat and moisture and other charac-
teristics of turbulence in the atmospheric surface layer are well described by the
Monin–Obukhov (1954) similarity theory [7]. The Monin–Obukhov theory states
that, under stationary and horizontally homogeneous conditions, the atmospheric
surface layer fluxes are uniform functions of the Monin–Obukhov stability para-
meter

ξ(z) = z

L
, (1)

where z is the vertical height and L is the Monin–Obukhov length given by

L = T0u
2∗

kgθ∗
. (2)

Here, g is the acceleration due to gravity, T0 is some representative air temperature
(in Kelvin), k is the von Karman constant (assumed to be 0.4 in this study), u∗ is



A PARAMETERIZATION OF THE ROUGHNESS LENGTH FOR THE AIR-SEA INTERFACE 57

the atmospheric friction velocity, and θ∗ is the atmospheric temperature scale given
by

θ∗ = −H0

u∗
, (3)

where

H0 = (
w′θ ′

v

)
0 = −u∗(θ∗ + 0.61θ0q∗), (4)

is the surface heat flux with q∗ denoting the humidity scale. The Monin–Obukhov
stability parameter ξ , is positive when the atmospheric surface layer is convectively
stable, negative when it is unstable and zero when it is neutral. According to the
Monin–Obukhov theory, the mean wind (taken for convenience to be in the x di-
rection), temperature and humidity in the atmospheric surface layer can be written
in the form

kz

u∗
∂U

∂z
= φm(

z

L
), (5)

kz

θ∗
∂θ

∂z
= φh(

z

L
), (6)

kz

q∗
∂q

∂z
= φq(

z

L
), (7)

where φm, φh, φq are universal similarity functions which depend only upon the
stability parameter ξ and relate the fluxes to the gradients. The empirical deter-
mination of these functions has been the focus of extensive micrometeorological
experiments. With the functions φm, φh, φq known, the above equations can be
integrated to obtain the mean profiles U(z), θ(z), q(z). The integration proce-
dure introduces the constants z0, zt and zq which appear in the expressions for
U(z), θ(z) and q(z) respectively. These constants are known as roughness lengths;
z0 is the momentum roughness defined as the height where the mean wind speed
vanishes while zt and zq are the heat and moisture roughness respectively denoting
the heights where θ and q assume the corresponding surface values. In general, the
lengths z0, zt and zq will be different and will depend upon the surface geometry.

Integrating Equations (5–7) with respect to z from the relevant roughness height
to the reference height z1 one obtains the following relationships between the
scaling parameters (u∗, θ∗ and q∗) and the mean profiles,

u∗ = kU1

ln( z1
z0
) − ψm(

z1
L
) + ψm(

z0
L
)
, (8)

θ∗ = kP r−1(θ1 − θ0)

ln( z1
zt
) − ψh(

z1
L
) + ψh(

zt
L
)
, (9)
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q∗ = kP r−1(q1 − q0)

ln( z1
zq
) − ψq(

z1
L
) + ψq(

zq

L
)
. (10)

Here, ψm, ψh and ψq represent the integrated flux-profile relationships for momen-
tum, heat and moisture respectively, Pr is the neutral turbulent Prandtl number,
U1, θ1, q1 are the mean profiles evaluated at z = z1 and θ0, q0 are the mean profiles
evaluated at the surface. Once u∗, θ∗ and q∗ are determined, the surface fluxes of

momentum τ =
√
τ 2
x + τ 2

y , sensible heat Qs , and latent heat Qe, which are needed

to drive the mixed layer, can then be computed using the relations

τ = ρau
2
∗, (11)

Qs = −ρacpau∗θ∗, (12)

Qe = −λρau∗q∗, (13)

where ρa, cpa are the density and specific heat of air respectively, and λ is the latent
heat of vaporization.

According to the flux profile relationships of Businger et al. [8], the follow-
ing integrated flux relationships were proposed by Paulson [9] and Dyer [10] for
unstable conditions (L < 0):

ψm = 2 ln

(
1 + x

2

)
+ ln

(
1 + x2

2

)
− 2tan−1(x) + π

2
, (14)

ψh = ψq = 2 ln

(
1 + x2

2

)
. (15)

where x = (1 − 16ξ)1/4 and ξ = z1/L, while

ψm = Prψh = Prψq = −4.7ξ, (16)

for stable conditions (L > 0). However, under very stable conditions Beljaars and
Holtslag [11] demonstrated that the linear flux-profile relationship of Equation (16)
leads to strongly suppressed turbulence and proposed the following alternative
formulations for stable conditions

−ψm = aξ + b
(
ξ − c

d

)
exp(−dξ) + bc

d
, (17)

−ψh = −ψq =
(

1 + 2

3
aξ

) 3
2

+ b
(
ξ − c

d

)
exp(−dξ) + bc

d
− 1, (18)

where a = 1.0, b = 0.667, c = 5 and d = 0.35.
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For a given roughness, mean profiles and reference height, Equations (2) and
(8–10) constitute an algebraic system of four equations in the four unknowns u∗, θ∗,
q∗ and ξ . However, since the system is highly nonlinear, its solution generally
involves costly iterative procedures. Recognizing this difficulty, a number of non-
iterative approximate solutions have been proposed over the past few decades [6]
(hereafter AM96) [12]). In this study, we consider the the non-iterative surface
flux formulation of AM96 which is based upon an asymptotic approximation. This
scheme is currently used in the Canadian Centre for Climate Modelling and Analy-
sis General Circulation Model (GCM). A brief description of this formulation is
provided in Appendix A.

In order to compute the surface fluxes using any of the above or other formula-
tions, one needs to obtain an appropriate value of the roughness parameters. Over
the ocean surface, the momentum roughness is typically parameterized using the
Charnock [13, 14] formula given by

z0 = α

g
u2

∗ (19)

where the Charnock constant α typically ranges from 0.014 [13, 14] to 0.018 [16].
In our study α = 0.015 is used. The Charnock relation is based on dimensional
considerations and the assumption, that at high winds, the roughness of the sea
surface is due mainly to the mean square surface displacement of the short gravity
waves. Since the relation does not take the sea state into account, the constant α
in a coupled atmosphere-ocean system can be modified to better reflect the sea
state. This is usually done by expressing α as a function of the wave-induced stress
[17] or the wave age [18]. For moderate winds, Monin and Yaglom [19] proposed
that the momentum roughness could be determined by the scale of the molecular
sublayer which led to the following alternate formulation suggested by Smith [4]:

z0 = α

g
u2

∗ + r
ν

u∗
, (20)

where ν = 0.000014m2/s is the viscosity of air and r = 0.11.

2.1. FREE CONVECTION LIMIT

The proper representation of surface fluxes in free convective conditions over the
ocean surface such as in the warm-pool region is important to atmospheric cir-
culation models because this determines in part how well the atmosphere-ocean
coupling within a model responds to sea-surface temperature anomalies [2].

In the limit of free convection, both the mean wind speed and the friction veloc-
ity u∗ approach zero. In this case, the traditional Monin–Obukhov theory becomes
singular. Moreover, while the Charnock’s formula leads to zero roughness, Smith’s
modified formulation for the momentum roughness becomes singular.

Based on the idea that free convection can be treated as a special case of forced
convection in which the near surface forcing wind is produced by the gusts that are
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driven by the large eddies in the convective mixed layer, Sykes et al. [20] developed
a scaling analysis for the free convective limit. In this approach the gustiness effect
is included by replacing the near surface wind Us by Us1 which is given by,

Us1 =
√
Us

2 + (βw∗)2, (21)

where the parameter β is of the order of unity and w∗ is the Deardorff free convec-
tion velocity scale given by

w∗ =
(
g

T0
H0zi

) 1
3

, (22)

where zi is the height of the atmospheric boundary layer.
Beljaars [1] demonstrated that, provided that the modified near surface wind

is used, the Monin–Obukhov theory continues to be valid in the free convection
limit. This idea was later used by AM96 to develop a non-iterative surface flux
parameterization for the free convection limit.

In this paper we consider the momentum roughness singularity that exists over
the ocean in this limit. In the next section we propose a modification to the Charnock
formula to eliminate this difficulty.

3. Proposed Surface Roughness to Account for Free Convection

As described above, Charnock’s formula unrealistically underestimates the value
of the momentum roughness in the free convection limit while Smith’s formulation
leads to a singularity in the limit of zero friction velocity. Therefore, we propose
the following formulation given by

z0 = α

g
(u2

∗ + γw2
∗), (23)

where γ is a parameter that needs to be determined. This extension is analogous to
Equation (20) and implies that the surface roughness is composed of two positive
contributions resulting from mechanically generated (wind-induced) and thermally
generated (heat-induced) turbulence.

In cases of moderate to strong winds the u∗ term in Equation (23) dominates
and the expression essentially becomes the classic Charnock formula. However, at
low enough wind speeds, the u∗ term becomes negligible and the w∗ term becomes
dominant leading to the new formulation for z0 in the free convection limit

z0f c = αγ

g
w2

∗ , (24)

where z0f c denotes the momentum roughness in the free convection limit. There-
fore, this new formulation extends Charnock’s formula down to zero friction veloc-
ity and removes the singularity of Smith’s formula by accounting for the surface
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roughness due to free convective transfers. In the following section we shall de-
scribe how the value of γ is determined using this limiting case. The term z0f c can
be thought of as a correction term to the Charnock formula. In most cases (i.e.,
moderate to strong winds) this correction will be of little consequence and this is
reflected in the value of γ which is discussed next.

3.1. DETERMINATION OF γ

The basic methodology adopted to determine the parameter γ is to apply the for-
mula (23) for z0 in the limit of free convection in the atmospheric surface layer and
to make use of the well established similarity theory which is known to be valid.

Following the free convection description of Sykes et al. [20], we define zs as
the inner depth over which the surface effects blend into the average free con-
vection boundary layer. Neglecting both molecular and stability effects, the wind
speed increases logarithmically so that zs can be obtained by matching the loga-
rithmic velocity profile with the modified free-convection gustiness velocity βw∗
and therfore satisfies

u∗
k

ln(
zs

z0
) = βw∗ . (25)

From this it follows that

z0 = zs exp(−βkw∗/u∗) . (26)

Using a similar argument for the temperature we obtain

1θ = Pr
H0

ku∗
ln(

zs

z0
), (27)

where 1θ = θs − θm is the difference between the surface temperature, θs , and the
atmospheric mixed layer temperature, θm, at the top of the inner layer zs . Therefore,
eliminating the logarithmic term using Equation (25) we obtain

u2
∗ = PrβH0w∗

1θ
. (28)

While the large eddies in the mixed layer are on the scale of the boundary
layer height zi , the small eddies in the surface layer vary on the scale of the inner
depth zs . Therefore, a scaling analysis on the balance of the horizontal momentum
equation [20] yields

u2∗
zs

= β1
w2∗
zi
, (29)

where β1 is a dimensionless parameter. Hence, using equation (28) for u∗ and using
Equation (22) for w∗ gives

zs = β2T0w
2∗

g1θ
, (30)
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where β2 = βP r/β1.

Combining (26) and (30) we obtain the result

z0 = C0

g
w2

∗, (31)

where C0 = β2
T0

1θ
exp(−βkw∗/u∗). Now, by definition of the Monin–Obukhov

length, L, and by Equation (22) we obtain the relation

H0 = −T0u
3∗

kgL
= T0w

3∗a
gzi

, (32)

from which it follows that
w∗
u∗

= (− zi

kL
)1/3 (33)

and therefore

C0 = β2T0

1θ
exp(−βk(− zi

kL
)1/3) . (34)

From Abdella and McFarlane [6], the quantity βk(−zi/kL)
1/3 under conditions of

free convection can be approximated as

βk(− zi

kL
)1/3 ≈ β1/3k

P r1/3b
2/9
h C

1/6
MNf

1/9
c

(35)

where fc is a free convection correction parameter, CMN is the transfer coefficient
for momentum in neutral conditions and bh is a nondimensional coefficient which
depends upon the stability.

Using the typical values fc = 2.1, k = 0.4, β = 1.2, Pr = 0.74,bh = 1.2 ×
10−4,CMN = 9 × 10−4, β1 = 2.0 and T0 = 300K [1, 6, 20, 21] we find that
C0 = 0.004/1θ . Thus, in the free convection limit

z0 = C0

g
w2

∗ = αγ

g
w2

∗ (36)

and substituting α = 0.015 for the Charnock constant we finally arrive at the result

γ = 0.27

1θ
. (37)

Note that the value of γ can easily be modified to take the sea state into account.
In this case we obtain γ = C0/α where α can be expressed either in terms of the
wave-induced stress [17] or wave age [18]. Further, to take wave breaking into
account Craig and Banner [22] suggest using α ≈ 1400. Clearly, when 1θ ≤ 0,
equation (36) is meaningless. However, 1θ = 0 corresponds to neutral stability
while 1θ < 0 reflects a stable atmospheric boundary layer. Therefore, 1θ ≤ 0
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implies that w∗ = 0 and consequently Equation (23) reduces to the usual Charnock
formula. In practice, the term αγw2∗/g in Equation (23) will only become signif-
icant when 1θ > 1◦C since otherwise z0 will be dominated by the term αu2∗/g.
Furthermore, based on the OWS P and LOTUS data sets, one finds that 1θ is
empirically bounded by |1θ | < 3◦C. Knowing this enables us to eliminate the
dependence of 1θ by averaging γ over the interval 1◦C < 1θ < 3◦C where
Equation (23) is expected to be valid. This leads to the value γ ≈ 0.15 as a reliable
estimate, and makes the parameterization for z0 both more practical and simpler
to implement. The numerical value of γ reinforces the idea that z0f c represents
a small correction to the widely used Charnock formula. This correction will be
an order of magnitude smaller than the Charnock result when u∗ and w∗ are of
comparable size. It is only when u∗ ∼ 0 that z0f c plays an important role.

4. Numerical Simulations and Analysis

We next present the numerical results produced by the mixed-layer model. Meteo-
rological data sets from OWS P and LOTUS were used to provide the atmospheric
conditions that will drive the model. The surface fluxes resulting from the data
sets are computed using the AM96 surface flux algorithm previously mentioned in
conjunction with the new parameterization for the roughness length.

The mixed-layer model employed in this study is the second-order, turbulence
closure scheme of D’Alessio et al. [5]. This mixed-layer model can be classified as
a Mellor-Yamada [23, 24] type model. The differences and details of the model are
fully explained in D’Alessio et al. [5].

One-dimensional mixed-layer models generally ignore the effects of horizontal
advection and the role of the deeper ocean. In order to assess the validity of these
assumptions the heat balance can be checked over the simulation periods. If the
temperature θ is integrated throughout the water column from z = −D to the
surface z = 0 and then integrated again in time, a typical mixed-layer model would
predict the following balance:∫ 0

−D

θ(t)dz −
∫ 0

−D

θ(t = 0)dz = 1

ρ0cp

∫ t

0
(I0 + Q)dt . (38)

Here, D represents a sufficiently large depth whereby the surface fluxes become
insignificant, I0 is the transmitted solar radiation at the surface, Q is the total heat
received by the ocean at the surface, cp is the specific heat of water and ρ0 is
a reference water density. The left-hand side (LHS) of Equation (38) represents
changes in the vertical heat content which can be computed from both observed
temperature profiles as well as from simulated temperature profiles. The right-hand
side (RHS) of Equation (38) refers to time-integrated surface fluxes of heat which
can be computed in part using the surface flux algorithm. A similar expression
describing the vertical salt and momentum content can also be derived; however,
since observed salinity data are not available and velocity measurements are either
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absent or unreliable, this will not be considered. Equation (38) basically checks if
the changes in temperature profiles are consistent with the time-integrated surface
fluxes. If not, then there must be processes responsible for this imbalance and
since these processes are not taken into account in the model, the one-dimensional
mixed-layer model is not valid over that simulation period. For the LOTUS data
set a comparison between the LHS and RHS of Equation (38) is in order since I0

was recorded. Such a comparison at OWS P would not be appropriate since I0 was
not measured. The parameterization of I0 would introduce additional errors which
would make it difficult to assess the validity of a one-dimensional model.

The model was driven by observational data spanning both seasonal and diurnal
time scales, and covers all possible forcing scenarios. The data sets were taken
from ocean sites in the North Pacific and North Atlantic and offer contrasting
oceanographic conditions. For example, the LOTUS data chosen can be described
as having a combination of weak winds and strong heating which is ideal for testing
the proposed parameterization for z0 since the z0f c correction term becomes im-
portant. The OWS P data, on the other hand, can be generally described as having
significantly stronger winds and weaker solar heating. The reason for including
this data set is to demontrate that the term z0f c becomes negligible under these
conditions and the z0 parameterization effectively reduces to the usual Charnock
formula. We next present the results obtained from these simulations.

4.1. LOTUS DATA SET

LOTUS is an acronym which stands for Long-Term Upper-Ocean Study, and refers
to a 2 year experiment which began in May 1982. It was conducted in the North
Atlantic in the Sargasso Sea located at 34◦N and 70◦W (off the east coast of U.S.A.
approximately 330 km from the mean path of the Gulf Stream). The main scientific
goal of this experiment was to study the response of the upper ocean to a variety
of atmospheric forcings, and environmental situations such as the presence of Gulf
Stream rings. Details regarding the experiment, and results obtained have been re-
ported in several studies including Briscoe and Weller [25], Cornillon and Stramma
[26], Price et al. [27] and Stramma et al. [28] to list a few.

From this data set an 8 day period beginning on July 13, 1982, which we denote
as day 0 in our simulations, was selected to test the sensitivity to the roughness
length parameterization on time scales of several days. This particular period was
chosen because relatively little advection was observed, thus making it well suited
for a one-dimensional model. This same period was also used in several previous
studies which include: Large et al. [29] and Kantha and Clayson [30]. The data
set consists of surface meteorological measurements, as well as solar radiation
taken regularly every 15 min. The surface meteorological data include wind speed
and direction, air pressure and temperature, and SST. We point out that the SST
recorded does not correspond to z = 0 but rather z = −0.6 m. Subsurface profiles
of temperature and horizontal velocity components were also recorded at depths
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of 5, 10, 15, 20, 25, 35, 50, 65, 75 and 100 m. The computational parameters
used in the numerical simulations were chosen to correspond closely with the mea-
surements so as to minimize errors associated with interpolation. For example, the
time step used was 15 min. which agrees with the sampling time. Also, a uniform
grid spacing of 1 m down to a depth of 150 m was found to provide adequate
resolution. Since the mean quantities are computed midway between the grid points
(to allow for accurate differencing) the topmost computed temperature (i.e., SST)
actually occurs at z = −0.5 m and agrees closely with the depth of the recorded
SST. The observed profiles for U,V and θ were used as initial conditions in our
simulations. Salinity was not recorded, and hence, was assumed to remain constant
over the simulation period, as was the relative humidity which was fixed at 75%.
As in Stramma et al. [28], the extinction of solar radiation was modelled according
to Paulson and Simpson [31] assuming optical properties corresponding to water
optical type I, where we have also assumed a 6% surface albedo.

We recognize that, in reality, the proper temperature to be used in computing
the surface fluxes is the true surface temperature Ts at z = 0. As pointed out by
Saunders [32] and Paulson and Simpson [33], Ts is typically a few tenths of a
degree cooler than the temperature a few centimeters below due to the cool-skin
effect. In addition, the warm-layer effect, caused by the solar radiation deposited in
the upper few meters, should also be accounted for. Corrections for both of these
effects can be handled using the method of Fairall et al. [39, 40]. The approach
adopted in this study is to use the recorded temperaure at z = −0.6 m in computing
the fluxes. The reason for this is that we are primarily interested in the impact of
the z0 parameterization on the SST, and by introducing corrections for the cool skin
and warm layer this will mask the contribution brought on by the surface roughness
parameteriztion. Thus, we have decided to use the recorded temperature and to
compare simulated and observed temperatures at more or less the same depth.

The atmospheric forcing during this period is characterized by weak winds and
strong heating, and is illustrated in Figures 1a–c. Figure 1a reveals that we are deal-
ing with an 8 day stretch of essentially cloud-free weather, while Figure 1b shows
that the winds are weak during this period. A consequence of this combination
is that the SST underwent large-amplitude diurnal warming episodes as portrayed
in Figure 1c. As previously mentioned, these are perfect conditions to test our new
parameteriztion. Because of the weak winds, the results turned out to be insensitive
to the initial conditions used for U and V .

We begin by assessing the performance of the mixed-layer model over the sim-
ulation period by comparing the heat content. Plotted in Figure 2a is the observed
and simulated heat content which corresponds to the LHS of Equation (38). The
agreement between simulation and observation is good overall with noticeable
differences occurring during days 5 and 6. This suggests that a one-dimensional
mixed-layer model should be valid over that period. Further support of this is
shown in Figure 2b which compares the simulated LHS and RHS of Equation (38).
Clearly visible in Figure 2b is the modulating effect of the strong diurnal cycle.



66 K. ABDELLA AND S.J.D. D’ALESSIO

Figure 1. (a) Observed insolation recorded during LOTUS. (b) Observed winds recorded
during LOTUS. (c) Observed SST recorded during LOTUS.
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Figure 1. Continued.

Further discussion of diurnal dynamics in the oceanic mixed layer can be found
in Noh [34]. In Figure 2a D was set to 15 m. The idea here was to select a depth
close to the surface yet below the mixed layer since this vertical portion would be
most influenced by surface forcing. Because of the weak winds observed, the effect
of mixing will be minimal; the strong solar heating also established considerable
stratification that further acted to suppress mixing. Consequently, a very shallow
mixed layer resulted which allowed D = 15 m as a sufficient depth over which to
check the changes in heat content. A larger depth, though, was used in Figure 2b
to ensure that the fluxes at z = −D become sufficiently small. This is a necessary
condition in order for Equation (38) to hold.

Contrasted in Figure 3 are the simulated and observed SST using various rough-
ness length parameterizations. The diagram reveals that the Smith [4] formulation
behaves very similar to the Charnock formulation while the new parameterization
proposed performs considerably different. In addition, the new parameterization
results in a significant improvement in agreement between the observed and sim-
ulated SST. It is worth noting that all simulations drift away from observation and
largely overestimate the SST during days 5 and 6. This interestingly coincides with
the times that the heat balance was off and may provide an explanation for the de-
parture in SST. Comparisons of the simulated and observed temperatures at depths
of 5, 10 and 15 m were also carried out and it was noticed that these simulated
temperatures showed little sensitivity to the parameterization of z0 used. This is
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Figure 2. (a) Comparison of the observed and simulated changes in heat content during
LOTUS. (b) Comparison of the simulated LHS and RHS of Equation (38) during LOTUS.
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Figure 3. Comparison of the observed and simulated SST during LOTUS using the Charnock,
Smith and new paramterization for z0.

probably due to the strong stratification and little mixing which essentially damped
out the z0 influence. This suggests that the differences in simulated SST are due
mainly to the differences in surface fluxes resulting from the different roughness
length parameterizations and not due to mixing or effects of the deeper ocean.

The simulation conducted at LOTUS demonstrates that the computed SST shows
noticeable sensitivity to the parameterization of z0 as well as the ability of the
mixed-layer model to reasonably reproduce the observed diurnal cycle. Successful
modelling of the diurnal cycle is an essential ingredient in weather forecasting. We
next examine the sensitivity on the longer seasonal cycle which is important in
climate modelling. For this purpose we now turn our attention to the OWS P data
set.

4.2. OCEAN WEATHERSHIP STATION PAPA DATA SET

The model sensitivity to surface forcing resulting from different roughness length
paramterizations was further tested against observational data taken from OWS
P located in the North Pacific at 50◦N, 145◦W (approximately 1,000 km from
the northern tip of Vancouver Island). This corresponds to a location where ships
would routinely go and take surface meteorological measurements as well as sub-
surface profiles of temperature. With this data set a year-long simulation was car-
ried out for the year 1961. This particular year was chosen for two main reasons.
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Firstly, it represents a year where the data set is quite complete, and secondly, it cor-
responds to a year that other researchers such as Martin [35], Large, McWilliams
and Doney [29] and Kantha and Clayson [30] have used to test other models, and
therefore allows comparisons to be made with other models if necessary. In this
simulation day 0 denotes January 1st, 1961. The model was run with an average
5 m grid spacing which extended down to a depth of 200 m, and a 15 min. time
step. While other grid spacings were used, the overall agreement showed little
dependence on the grid size. This is further discussed in D’Alessio et al. [5].

The data set consists of 3-hourly meteorological measurements, and temper-
ature profiles. The observed temperature profile was used to initialize the tem-
perature at the beginning of the simulation. From the meteorological data (which
included SST, air, wet-bulb and dew point temperatures, wind speed and direction,
cloud cover and surface air pressure) surface fluxes of heat, momentum, and evap-
oration were computed once again using the AM96 scheme. Fluxes required by the
model between the 3-hourly measurements were obtained by linear interpolation.
Initial profiles for the mean velocity components and salinity were not available
from the data set. Salinity was specified according to the climatological data of
Beatty [36]; this was justified in the work by D’Alessio et al. [5] by comparing runs
using different methods of specifying the salinity profile. On the other hand, U and
V were initially set to zero. Again, it was shown in D’Alessio et al. [5] that the
simulations show little dependence on the initial U and V profiles. The extinction
of solar radiation was modelled according to Paulson and Simpson [31] assuming
optical properties corresponding to water optical type II, where we have also as-
sumed a 6% surface albedo. Solar radiation was estimated using the Fritz formula
for clear-sky insolation and was corrected for cloud cover according to Tabata [37].
Lastly, the precipitation was specified on the basis of the mean observed annual
cycle of Tabata [38].

As before, we begin by presenting the changes in the vertically integrated heat
content given by the LHS of Equation (38). Graphs of the observed and simulated
heat content are shown in Figures 4a–c for the depths of 50, 100 and 200 m respec-
tively. The observed heat content was averaged over 10 consecutive measurements
so as to reduce the fluctuations. The graphs indicate reasonable agreement between
observation and simulation and support the use of a one-dimensional mixed-layer
model over the selected period. As D increases the agreement between observa-
tion and simulation worsens, probably owing to the contribution from the deeper
ocean. As pointed out earlier there is no interaction between the mixed layer and
the deeper ocean. This omission can cause significant errors to result. Ideally, D
should be chosen to lie below the maximum mixed-layer depth which at OWS P
is about 175 m. However, the maximum mixed-layer depth takes place during the
wintertime, and thus, apart from the wintertime D can be taken to be much less than
175 m. By comparing Figures 4a–c we see that the largest discrepancy between
simulation and observation takes place near the end of the simulation period. Since
the mixed-layer depth is below 100 m during that interval, this reinforces our claim
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Figure 4. (a) Comparison of the observed and simulated changes in heat content at OWS P
for D = 50 m. (b) Comparison of the observed and simulated changes in heat content at OWS
P for D = 100 m. (c) Comparison of the observed and simulated changes in heat content at
OWS P for D = 200 m.
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Figure 4. Continued.

that the effect of the deeper ocean does play a significant role in disrupting the heat
balance.

In Figure 5 we compare the simulated and observed SST during this year-long
simulation. Here, the simulated SST was computed using the new parameterization
for z0. The changes in SST caused by using the Charnock and Smith formulations
of z0 were of little consequence. This finding is not surprising though since the
winds at OWS P were typically much stronger than those during the LOTUS
simulation. Thus, the new formulation essentially reduces to a Charnock-type pa-
rameterization. It is important that the new parameterization behaves correctly in
both limits: strong winds and weak winds/strong heating. Although only SST com-
parisons were presented here, temperature profiles at various instants in time also
displayed little sensitivity to the roughness length parameterization. These simu-
lated profiles agreed fairly well with the observed profiles of temperature except in
the deeper ocean.

The agreement between the simulated and observed SST is consistently very
good during the entire run. It is worth mentioning that in previous studies such
as Martin [35], Large [29] and Kantha and Clayson [30] the final simulated SST
overestimates the observed SST by as much as 1◦C. This overestimation can be
due in part to the different schemes used to compute the surface fluxes.
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Figure 5. Comparison of the observed and simulated SST at OWS P for the year 1961 using
the new parameterizations for z0.

5. Conclusions

This paper presents a study of the response of the upper ocean to the parameteriza-
tion of the atmospheric roughness length. This was investigated using the recently
developed turbulence closure scheme of D’Alessio et al. [5] driven by the Abdella
and McFarlane [6] surface flux scheme which is a non-iterative scheme and is
currently used in the Canadian Center for Climate Modelling and Analysis GCM.
Recognizing the difficulties of exisiting momentum roughness formulations in the
free convection limit when both the wind speed and the friction velocity approach
zero, a new formulation is proposed. The new formulation extends Charnock’s
formula down to zero friction velocity and removes the singularity of Smith’s [4]
formula by accounting for the surface roughness due to free convective transfers.
The new formulation essentially reduces to the usual Charnock formula in scenar-
ios of moderate to strong winds. The value of a parameter appearing in the new
formulation is determined by making use of exsisting free convection surface flux
parameterizations. The new formulation appears to improve the overall agreement
between the observed and simulated sea-surface temperature especially in cases of
weak winds. This is supported by observational data sets taken from OWS P and
LOTUS. This is most visible from the simulation carried out with the LOTUS data
since the period chosen is characterized by weak winds and strong heating and is
therefore ideal for testing the proposed formulation of the roughness length. The
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longer simulation carried out at OWS P, on the other hand, shows little sensitivity.
This is to be expected though since the winds are in general much stronger. Thus,
the new scheme correctly approaches the usual Charnock formula under conditions
of moderate to strong winds.

Further, the new parameterization can be easily extended to take the state of the
sea and wave breaking into account, and can therefore be a useful and important
parameterization for use in a coupled atmosphere-ocean model. Possible exten-
sions of this work include developing parameterizations for the roughness lengths
for heat and moisture. In this study we have assumed that z0 = zq = zt .
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Appendix A: Description of the AM96 Surface Flux Scheme

The nondimensional stability functions ψm and ψh used in the AM96 scheme are
the following flux-profile relationships proposed by Paulson [9] and Dyer [10] for
unstable conditions (L < 0)

ψm = 2 ln

(
1 + x

2

)
+ ln

(
1 + x2

2

)
− 2tan−1(x) + π

2
,

ψh = ψq = 2 ln

(
1 + x2

2

)
,

where x = (1 − 16ξ)1/4 and ξ = z1/L. For stable conditions they use the more
recent flux-profile relationships proposed by Beljaars and Holtslag [11]

−ψm = aξ + b
(
ξ − c

d

)
exp(−dξ) + bc

d
,

−ψh = −ψq =
(

1 + 2

3
aξ

) 3
2

+ b
(
ξ − c

d

)
exp(−dξ) + bc

d
− 1,

where a = 1.0, b = 0.667, c = 5 and d = 0.35. In terms of the nondimensional
length scale ξ the following relation holds:

ξ = Pr−19m
2

9h

RiB, (A1)
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where

9m = ln
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z1
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− ψm
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+ ψm

(z0

L

)
,

9h = ln

(
z1

zt

)
− ψh

(z1

L

)
+ ψh

(zt
L

)
,

RiB = gz1
(
θv1 − θv0

)
T0U1

2 .

In principle, Equation (A1) can be solved for ξ numerically for a specified set
of parameters z0, z1, zt and RiB which can then be used to determine the surface
fluxes.

In order to avoid the computational costs associated with the full iterative solu-
tion of Equation (A1), AM96 proposed the following noniterative approximations
for ξ obtained by examining appropriate asymptotic limits

ξ = RiBA1

(
1 + A2

1 − √
A3RiB

)
, (A2)

for unstable conditions and

ξ = RiB

(
A1 + S(RiB)RiB + A5RiB

2

A4RiB + 1

)
, (A3)

for stable conditions. Here,
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(
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, A2 = 1 + 5RiB ln
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) 1
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A3 = z1√
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10 ln
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z1
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1 − z0
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Pr ln
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z1
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) , A5 = 27A4
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and

S (RiB) =
s1Pr

(
ln
(
z1
zt

)) 1
2
A5

2 − s2RiBexp (−s3RiB) + s4RiB
2 ,

with s1 = c/2 = 2.5, s2 = bc/d − 1 = 8.53, s3 = bc = 3.35 and s4 = 0.05. In the
above it has been assumed that zq = zt .

To account for free convection conditions which occur over warm surfaces and
weak winds AM96 redefined the mean wind U1 by

U1f =
√
U1

2 + (βw∗a)2,
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where the parameter β is of the order of unity and w∗ is the free convection velocity
scale given by

w∗ =
(
g

T0
θ ′
vw

′
0zi

) 1
3

,

where zi is the height of the boundary layer. Therefore, in the free convection
conditions the following relation results

u∗ = kβw∗
9m

,

so that w∗ essentially replaces the friction velocity u∗. AM96 tested this cost-
effective noniterative flux formulation over a wide range of parameter values and
showed that the formulation is quantitatively as well as qualitatively consistent with
the fully iterated solution.
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