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Abstract. We present a practical approach to Anstreicher and Lee’s masked spectral bound
for maximum-entropy sampling, and we describe favorable results that we have obtained with
a Branch-&-Bound algorithm based on our approach. By representing masks in factored form,
we are able to easily satisfy a semidefiniteness constraint. Moreover, this representation allows
us to restrict the rank of the mask as a means for attempting to practically incorporate second-
order information.

Introduction

Let n be a natural number, and let N := {1, 2, . . . , n}. Let C be an order-n
symmetric positive definite matrix. Let s be an integer between 0 and n. For
subsets S and T of N , let C[S, T ] denote the submatrix of C having rows indexed
by S and columns indexed by T . The maximum-entropy sampling problem is to
calculate

z(C, s) := max {ln det C[S, S] : S ⊂ N, |S| = s} .

This fundamental problem in the design of experiments was introduced in [19]
and first used in a monitoring design context in [8] (also see [10,17,18,21]).

From the perspective of algorithmic optimization, the problem has been stud-
ied extensively; see [1–3,11–13,16] and the surveys [14,15]. Exact algorithms are
based on the Branch-&-Bound framework. Crucial to such an approach is a good
upper bound on z(C, s). Previous upper bounds are based on either eigenvalues
or nonlinear programming relaxations.

In §1, we describe the masked spectral bound of [3]. In §2, we describe two
first-order rank-restricted algorithms for quickly obtaining a good mask. In §3,
we compare our methods with one another and with the affine-scaling algorithm
of [3]. We also examine the issue of how to choose the rank. In §4, we describe
our Branch-&-Bound implementation and results. Finally, in §5, we mention
possibilities for incorporating second-order information, and in §6, we discuss
some future directions.

Notation: For a square symmetric matrix A, A � 0 (resp., A ≻ 0) means
that A is positive semidefinite (resp., definite). We use e to denote a vector with
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all components equal to 1. For a square matrix A, diag(A) denotes the vector
of diagonal entries from A. For a vector x, Diag(x) denotes the square matrix
having diagonal x and off-diagonal entries of zero. For a vector x, x−1/2 denotes
the entrywise reciprocal square roots. For n×n matrices A and B, A◦B denotes
Hadamard (i.e., elementwise) product, while A •B := trace(AB′). For a matrix
A, Ai· denotes the i-th row.

1. The masked spectral bound

Anstreicher and Lee introduced the masked spectral (upper) bound (see [3]) for
z(C, s). A mask is any symmetric, positive semidefinite matrix having ones on
the diagonal, i.e., any X � 0 having diag(X) = e. We define the associated
masked spectral bound as

ξC,s(X) :=
∑s

l=1 ln (λl (C ◦ X)) ,

where ◦ represents the Hadamard product of matrices and eigenvalues λ1, . . . , λn

are in nonincreasing order. Validity of the masked spectral bound is based on:
(i) Oppenheim’s inequality, i.e., det A ≤ det A◦B/

∏n
j=1 Bjj , where A � 0 and

B ≻ 0; and (ii) the eigenvalue inequalities λl(A) ≥ λl(B), where A � 0, and B
is a principal submatrix of A.

The masked spectral bound is a generalization of the spectral partition bound
of [11] (take X to be block diagonal, with blocks of 1’s), which itself is a gener-
alization of both the eigenvalue bound of [12] (take X = ee′) and the diagonal
bound of [11] (take X = I). The spectral partition bound can produce much
better bounds than the eigenvalue and diagonal bounds, but there is no known
practical methodology for efficiently choosing a near-optimal partition of N ,
which describes the block structure of the mask (see [11]). Some success has
been reported using the following method for calculating the so-called “one-
big partition” of N (see [11] and [3]): (i) let S be a heuristic solution of the
maximum-entropy sampling problem; (ii) the associated one-big partition of N
has one block S and the elements of N \ S as singletons.

The motivation for working with the masked spectral bound is to try to use
methods of continuous optimization to get the strength of the combinatorial
bounds (i.e., the spectral partition bounds and its specializations) but more
efficiently. Specifically, we try to find a mask yielding a good bound. Finding an
optimal mask is a problem of minimizing a nondifferentiable nonconvex function
subject to a semidefiniteness constraint. That sounds daunting, except for the
following inter-related points: (i) for our purposes, we do not need a global
minimum; (ii) in our experience the nondifferentiability is not so serious; (iii)
in our experience, local solutions obtained from different starting points are not
wildly different in value; and (iv) by suitably initializing the search for a mask,
we can do at least as well as fixed masks.

An important point is that function, gradient and Hessian evaluations for ξ
are expensive. All of these are based on a single (expensive) eigensystem calcula-
tion. Function evaluations require eigenvalues, gradients require the eigenvectors
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as well, and Hessians further require some non-negligible arithmetic. Considering
that we are embedding these calculations in Branch-&-Bound, with the goal for
each subproblem of trying to push its upper bound below the value of a global
lower bound, we cannot afford to spend much time minimizing. So we need to
find a way to descend quickly in just a few steps.

In [3], Anstreicher and Lee proposed a method for minimizing ξ which was
based on ideas coming from the affine scaling algorithm for linear programming.
They considered different algorithmic variants, such as short- and long-step ap-
proaches, and they demonstrated the ability to achieve good bounds (relative
to the one-big, eigenvalue, and diagonal bounds), even in the face of the non-
convexity and nondifferentiability of ξ. They did not, however, consider efficient
evaluation of the bound or use of the bound in a complete Branch-&-Bound
algorithm.

2. Rank-restricted masks

Our idea is to work with rank-restricted masks in factored form. That is, we
consider masks of the form X := V V ′, where V is n × k and 1 ≤ k ≤ n.
As we try to find a mask yielding a low bound ξ, we can hope to make more
rapid progress owing to two factors: (i) the semidefiniteness restriction is handled
implicitly by the factored form; and (ii) by choosing smaller k, we work with
many fewer variables (kn rather than n(n − 1)/2), which may lead to faster
convergence of a steepest-descent type method and also opens up second-order
methods as a realistic possibility. As it turns out in our experiments, (i) proves
to be more beneficial than (ii).

We note that the restriction to low-rank PSD matrices has been used suc-
cessfully in other contexts [4–6]. In fact, the first algorithm that we describe
borrows its key ideas from [4].

Our usage of rank-restricted masks will be based on three functions. The first
normalizes the rows of V , i.e.,

h(V ) := Diag
(

[diag (V V ′)]
−1/2

)

V ;

the second takes a normalized V̄ and calculates the corresponding masked spec-
tral bound, i.e.,

g(V̄ ) := ξC,s(V̄ V̄ ′);

and the third is the composite function f(V ) := g(h(V )). Note that h is only
well-defined if all rows of V are nonzero.

We propose a steepest-descent type algorithm for minimizing f(V ), and for
this, we consider the gradient of f . Let ul(C ◦ V̄ V̄ ′) be an eigenvector, of unit
Euclidean norm, associated with λl(C ◦ V̄ V̄ ′). Let U be the n× s matrix having
columns ul (l = 1, . . . , s), and let Σ be the order-s square diagonal matrix with
Σll = λl (l = 1, . . . , s). Then, as long as λs > λs+1, we have that the gradient of
f at V is the matrix

∇f(V ) = D∇g(V̄ ) −
(

∇g(V̄ )V ′ ◦ D3
)

V ;
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where

d = [diag (V V ′)]
−1/2

,

D = Diag(d),

V̄ = h(V ),

∇g(V̄ ) = 2
(

C ◦ UΣ−1U ′
)

V̄ .

This can be derived using standard results concerning symmetric functions of
eigenvalues (see [20], for example). Note that we must define ul properly when
λl = λl+1 for any l = 1, . . . , s − 1; in such situations, we just take care that
the associated {ul} form an orthonormal basis for each of the eigenspaces cor-
responding to distinct eigenvalues.

Our steepest-descent algorithm (Algorithm 1) is described in Figure 1. Due to

0. Initialize V , tmax, kmax and 0 < β < 1. Set t = 0.
1. Let k := 0 and t := t + 1. If t > tmax then STOP.
2. Let W := V − βk∇f(V ).
3. If f(WW ′) < f(V V ′) or k = kmax, then let V := W and GOTO 1. Otherwise, let k := k+1

and GOTO 2.

Fig. 1. Basic Descent Algorithm

the possible non-differentiability of f , an important ingredient of the algorithm
is the acceptance of a non-improving step if descent is not detected after a
certain number (kmax) of trials. Values such as kmax := 2 and β := 1/3 are
practical. (Anstreicher and Lee [3] used a similar back-tracking approach for
their affine-scaling algorithm. In particular, they also used parameters kmax := 2
and β := 1/3.) In what follows, we will describe the results of our experiments
with various values for tmax and various choices of the initial V . For example, in
the Branch-&-Bound results of §4, we will take tmax ≤ 5.

Several alternatives to Algorithm 1 can be considered. For example, we can
define W := h(V −βk∇f(V )) in Step 2, which normalizes the algorithm’s iterates
and simplifies the gradient formulas because d = e. Another possibility is to move
in the direction −∇g(V̄ ), i.e., to change Step 2 to read W := V − βk∇g(V̄ ).
This is valid because, in fact, −∇g(V̄ ) is a descent direction for f at V :

Theorem 1. Suppose that f is differentiable at V , and define V̄ := h(V ). Then
−∇g(V̄ ) is a descent direction for f at V .
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Proof. Define M := ∇g(V̄ ), and let θi be the angle between Mi· and Vi·. Then

∇f(V ) • ∇g(V̄ ) = [DM − (MV ′ ◦ D3)V ] • M

= DM • M − (MV ′ ◦ D3)V • M

=

n
∑

i=1

di‖Mi·‖
2 −

n
∑

i=1

d3
i (Vi·M

′

i·)
2

=
n

∑

i=1

(

di‖Mi·‖
2 − di‖Mi·‖

2 cos2 θi

)

=

n
∑

i=1

di‖Mi·‖
2
(

1 − cos2 θi

)

≥ 0.

A final possibility is to combine both of these alternatives to define W :=
h(V −βk∇g(V̄ ). We have experimented with this last alternative, which we refer
to as Algorithm 2. It is given in Figure 2. (The notation V̄ and W̄ emphasizes
that all iterates have unit-norm rows.)

0. Initialize V̄ with unit-length rows, tmax, kmax and 0 < β < 1. Set t = 0.
1. Let k := 0 and t := t + 1. If t > tmax then STOP.
2. Let W̄ := h(V̄ − βk∇g(V̄ )).
3. If f(W̄W̄ ′) < f(V̄ V̄ ′) or k = kmax, then let V̄ := W̄ and GOTO 1. Otherwise, let k := k+1

and GOTO 2.

Fig. 2. Alternative Descent Algorithm

In the next section, we will present evidence to illustrate that the two al-
gorithms above perform quite well, even though they are somewhat simplistic
approaches to the minimization of the non-convex, non-differentiable function ξ.
Overall, we believe that the non-differentiability of ξ is actually not so bad that
it precludes the use of simple gradient-based descent methods.

3. Experiments with rank-restricted masks

In this section, we detail our experience with Algorithms 1 and 2. A few prelimi-
nary remarks are in order. First, the data for our experiments, which has n = 63
and was also used in [3], comes from an environmental monitoring application
(see [10]).

Second, we will often compare bounds on the original and complementary
problems. This terminology refers to the fact that, using the identity

ln det C[S, S] = ln det C + ln det C−1[N \ S,N \ S], (1)

any bound for the complementary problem of choosing a maximum entropy set
of n− s points with respect to the covariance matrix C−1 translates to a bound
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for the original problem (see [1,2]). In practice, the same class of bound (e.g.,
the one-big bound) can yield very different values when calculated with respect
to the original and complementary problems.

Finally, a primary basis for comparison will be the (absolute) gap between
a calculated bound and the entropy value of a heuristic solution. This measure,
which is invariant under matrix scaling, has been used in all of the computational
experiments reported in previous work on bounds.

The heuristic solution used to calculate the gap is obtained via a routine
introduced in [12], which consists of two stages: the greedy construction of a
candidate S with |S| = s and a straightforward pairwise-interchange (“2-opt”)
local improvement of S. More specifically, the greedy scheme is as follows, where
H(S) := ln detC[S, S] is the entropy function: initialize S = ∅, and then, for
j = 1, 2, . . . , s, choose k ∈ N \ S so as to maximize H(S ∪ {k}) and adjoin k to
S. Then beginning from the output set S of the greedy method described above,
repeating while possible, choose k ∈ N \S and l ∈ S so that H(S ∪ {k} \ {l}) >
H(S), and replace S with S ∪ {k} \ {l}.

In fact, this routine can also be applied to the complementary problem via
(1) to obtain a second heuristic solution for the original problem. In [12], it
has been observed that this second solution is typically of better quality when
s > n/2, and so we adopt the following scheme: if s ≤ n/2, then we calculate
the heuristic solution via the original problem; otherwise, we calculate it via the
complementary problem.

This same scheme for calculating a heuristic solution will also be used in §4
to generate an initial global lower bound for use in Branch-&-Bound. Also, we
did not attempt to improve this heuristic or construct better alternatives since
the main goal of this paper was to evaluate the relative quality of various upper
bounds.

3.1. Comparison of Algorithms 1 and 2

We first compare Algorithm 1 with Algorithm 2. Because both algorithms require
roughly the same amount of work per iteration, we have found that the running
times of the algorithms do not differ significantly. Accordingly, we are primarily
interested in comparing convergence properties. (For the interested reader, all
runs depicted in Figure 3 below took less than 5 seconds.)

Although Algorithms 1 and 2 can exhibit different convergence rates or pat-
terns on different instances of the maximum-entropy sampling problem with
different values of k, we found that, on any specific instance, Algorithm 2 typi-
cally converged more quickly and reliably than Algorithm 1. Figure 3 depicts a
typical outcome. We ran both algorithms from the same, random starting point
(entries uniformly in [−1, 1]) for 100 iterations with (n, s, k) = (63, 31, 63) on
both the original and complementary problems. The curves indicate convergence
by depicting entropy gap versus iteration number.

As Figure 3 demonstrates, Algorithm 2 converges more quickly than Algo-
rithm 1 and also achieves better gaps. This is intriguing behavior in light of the
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Fig. 3. Comparison of the gaps produced by Algorithm 1 and Algorithm 2 when each is run for
100 iterations from the same, random starting point on both the original and complementary
problems. Relevant parameters are (n, s, k) = (63, 31, 63). The top two curves represent the
original problem; the bottom two curves represent the complementary problem.
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fact that Algorithm 1 employs the steepest descent direction for f , while Algo-
rithm 2 uses a kind of projected search path. One hypothesis as to why we see
this behavior with Algorithm 2 is as follows: its search path may be perturbing
us away from points where ξ is not differentiable (e.g., Lee and Overton (unpub-
lished) have observed nondifferentiability at true local minimizers obtained by
the gradient-sampling algorithm (see [7])).

Another comparison of Algorithms 1 and 2, which supports a similar conclu-
sion as Figure 3, will be given in §3.3.1. Nonetheless, we will advocate the use of
Algorithm 1 in §4. Specific reasons for doing so will be explained in that section.

3.2. Comparison with affine scaling

We next compare Algorithm 1 with the affine scaling algorithm of Anstreicher
and Lee [3], which we refer to as Algorithm AS. In order to obtain as fair a
comparison as possible, we obtained their code, which was written in Matlab, and
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constructed our own Matlab code for Algorithm 1. All tests for both algorithms
were initialized with the same starting point as described in [3] (i.e., a positive
definite perturbation of a fixed mask). In particular, since Algorithm AS is an
interior-point method, we took k = n for Algorithm 1 in all comparisons between
the two methods.

Our comparisons are based on the following three criteria, each of which has
two possible realizations (for an overall total of eight comparisons):

(a) initial V — a full-rank perturbation of either the eigenvalue or one-big mask;
(b) tmax — either 5 or 100;
(c) problem type — either original or complementary problem.

In each of the eight comparisons, we ran the algorithms for all s between 3 and
60, inclusive.

The purpose of comparing on the basis of tmax is to observe performance early
and late in the algorithm. Early performance (e.g., tmax = 5) gives an indication
of how the algorithms would perform in a Branch-&-Bound algorithm, where we
can only afford to do a few steps to obtain a bound at each node in the tree. On
the other hand, late performance (e.g., tmax = 100) gives an indication of the
overall performance and robustness of the algorithms.

Over all eight comparisons, we found similar behavior, namely that Algorithm
1 did at least as well as — and often significantly better than — Algorithm AS.
Accordingly, in the interest of space, we provide two representative comparisons
of the eight total in Figures 4 and 5.

One difference between Algorithm 1 and Algorithm AS, which we observed
but is not immediately evident from Firgure 5, is the ability of Algorithm 1
to achieve lower gaps than Algorithm AS — even when Algorithm AS is al-
lowed to run for a large number of iterations (for example, 1000 iterations). Said
differently, Algorithm AS seems to stall at higher gaps than Algorithm 1.

Another important criterion for comparison is running time. For both Algo-
rithm AS and Algorithm 1, the work per iteration is dominated by the eigen-
value and eigenvector calculations associated with the function ξ. Recall also
that both algorithms use the same line search back-tracking technique. As such,
the running times for the two methods (for a fixed number of iterations) are
quite comparable and so are not a source of differentiation. (For example, each
individual run represented in Figure 5 took less than 5 seconds.)

Overall, our experiments lead us to favor Algorithm 1 over Algorithm AS. In
particular, we will use Algorithm 1 exclusively for our Branch-&-Bound experi-
ments in §4.

3.3. Choosing the rank

An important parametrization issue concerns how the rank k affects the masked
spectral bound. In particular, if we can achieve nearly the same bound by running
Algorithm 1 with a smaller k, we could hope that this would lead to decreased
computational requirements. Of course, practically speaking, we need to know
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Fig. 4. Comparison of the gaps produced by Algorithm 1 and Algorithm AS after 5 steps
when initialized near the eigenvalue mask on the complementary problem, for s = 3, . . . , 60.
The gap given by the eigenvalue mask is also shown for reference.
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precisely which rank to choose and how much computational savings can be
expected.

Unfortunately, we have found it difficult to provide any guidelines on which
rank to choose. Moreover, the computational savings that we have been able
to achieve from reducing the rank are insignificant due to the fact that the
eigensystems calculations associated with the function ξ dominate the running
of Algorithm 1. (The eigensystems were calculated using Matlab’s eig command,
which in turn calls standard LAPACK subroutines.) We illustrate these points
by means of some example runs.

For each k between 2 and 63, we ran Algorithm 1 twice with s = 31, once on
the original problem and once on the complementary problem. For both runs,
we initialized V randomly (entries uniformly in [−1, 1]) and took tmax = 1000,
that is, we did 1000 iterations. The purpose of so many iterations was to give
Algorithm 1 sufficient opportunity to reduce the bound as far as possible. As
before, our basis of comparison was the entropy gap. Figure 6 depicts the results.

From Figure 6, it appears that the optimal rank (that is, the smallest rank
that yields the best possible bound) for the original problem is approximately
k = 30. On the other hand, for the complementary problem, the optimal rank
appears to be around k = 5. This example illustrates the difficulty in choosing
the optimal rank a priori .

For the original problem, the average running time over all k = 2, . . . , 63 was
10.8 seconds with a standard deviation of 0.3 seconds; for the complementary
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Fig. 5. Comparison of the gaps produced by Algorithm 1 and Algorithm AS after 100 steps
when initialized near the one-big mask on the original problem, for s = 3, . . . , 60. The gap
given by the spectral partition mask is also shown for reference.
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problem, the numbers were 24.7 and 1.4, respectively. So, the timings showed
little variability with respect to the rank k. As mentioned above, this is due to
the dominance of the eigensystem calculations.

Overall, a conclusion of our experiments is that, when running Algorithm 1,
it is reasonable to take k = n since the resulting running time will not be signif-
icantly more than with smaller k. (In particular, we did not search further for
different strategies of choosing k.) On the other hand, our experiments support
the choice of lower k to get comparable bounds — if a way can be found to
exploit the lower rank for better convergence and/or running times.

3.3.1. Another comparison of Algorithms 1 and 2 The above experiments give
us an additional opportunity to compare Algorithm 1 with Algorithm 2. In Fig-
ure 7, we replicate the experiments of Figure 6 except this time with Algorithm
2. Notice that, overall, Algorithm 2 converges more reliably than Algorithm 1 for
varying ranks. It is also clear that Algorithm 2 achieves slightly better gaps. This
evidence provides additional support for the earlier conclusion that Algorithm 2
is more robust than Algorithm 1.

4. Incorporating in Branch-&-Bound

The Branch-&-Bound approach to maximum-entropy sampling was first de-
scribed in [12]. Branching is done on single elements of N — either forcing
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Fig. 6. Gaps produced by Algorithm 1 after 1000 steps when initialized randomly on the
original and complementary problems, for ranks k = 2, . . . , 63.
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a single element into the set S or barring a single element from S. Thus, at any
node in the Branch-&-Bound tree, the corresponding subproblem is determined
by forcing a particular set F of f elements into S and barring a particular set
U of u elements from S. It remains then to optimize

max {ln det C[S, S] : S ⊂ N \ U, F ⊂ S, |S| = s} .

By the Schur complement theorem, this problem is in turn equivalent to choosing
a set T of s−f elements from the set N\(U∪F ), so as to maximize the conditional
entropy ln detCF,U [T, T ] (plus the constant ln detC[F, F ]), where

CF,U := C[N\(F∪U), N\(F∪U)]−C[N\(F∪U), F ](C[F, F ])−1C[F,N\(F∪U)].

In other words, the task at each node is to determine z(CF,U , s−f)+ln detC[F, F ],
which is itself an instance of the maximum-entropy sampling problem. Hence,
any bound developed for the maximum-entropy sampling problem may be used
throughout the Branch-&-Bound tree.

We adapted the Branch-&-Bound implementation of [1,2], which was written
in the C programming language and uses LAPACK eigensystem calculations. We
kept all default options, including the decision rules for selecting the next node in
the tree for branching (the node with the largest upper bound) and for selecting
the specific index to branch on (the largest index not already in F or U). One
enhancement that we did make, however, was the calculation of an initial global



12 Burer and Lee

Fig. 7. Gaps produced by Algorithm 2 after 1000 steps when initialized randomly on the
original and complementary problems, for ranks k = 2, . . . , 63.
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lower bound via a heuristic solution of the maximum-entropy sampling problem,
which has been discussed in §3.

Our goal was to determine whether optimizing the masked spectral bound
at each node of the tree is a useful bounding strategy. We compare with the fol-
lowing bounding strategy (for simplicity, orig and comp refer to bounds coming
from the original and complementary problems, respectively):

Fixed bounding strategy. For a fixed type of masked spectral bound (i.e.,
eigenvalue, diagonal, or one-big), compute orig and/or comp according
to the following steps:
1. If orig < comp for the parent, then calculate orig ; otherwise, comp.
2. If the calculated bound does not fathom, then also calculate the re-

maining bound.

Note that, for the eigenvalue bound, orig = comp, so the above steps simplify.
One consequence of the default bounding strategy is that, high in the tree

where fathoming is less likely to occur, it is likely that both orig and comp
will be unnecessarily calculated at each node. We found this drawback to be
outweighed by the benefit of incorporating both orig and comp. In particular,
the single-minded strategies of just computing either orig or comp throughout
the tree did not work as well.

In developing our strategy for optimizing the masked spectral bound, we felt
that calculating bounds for both the original and complementary problems at
each node would be too expensive. On the other hand, we knew it would be
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highly beneficial to compute the better of the two. After some experimentation,
we arrived at a compromise that was based on the following: we often noticed
that different subproblems with the same number of elements fixed in and out
of S (i.e., the same f and u) behaved similarly in terms of which bound, orig
or comp, was stronger. (Though we are unable to provide a full explanation for
this behavior, we believe it is not surprising that certain bounds behave similarly
when, say, a few elements of N are fixed or when many elements are fixed.) So
throughout the Branch-&-Bound calculations, we kept track of all pairs (f, u).
The first time that a subproblem with a particular (f, u) was encountered, we
calculated both orig and comp and took note of which was stronger. Afterwards,
every time the same (f, u) was observed, we would calculate orig or comp ac-
cording to our first experience.

Our overall strategy for optimizing the masked spectral bound at each node
is as follows:

Optimization bounding strategy. Determine whether to compute orig and/
or comp (as described above). Then, for each bound to be calculated, do
the following:
1. Run Algorithm 1 with tmax = 2, terminating immediately if fathoming

occurs.
2. Using the points generated by Algorithm 1 so far (three points, includ-

ing the starting point), use quadratic interpolation to judge whether
fathoming will occur in the next three iterations.

3. If so, then set tmax = 5 and continue Algorithm 1, terminating imme-
diately if fathoming occurs; otherwise, stop.

We note that the use of quadratic interpolation is a simple, reasonably effective
way to judge how quickly the objective function is descending.

A couple of other details concerning the optimization bounding strategy are
worth mentioning. First, in accordance with our discussion in §3, we take full
rank, i.e., k = s− f , in Algorithm 1 at each node of the tree. Second, instead of
initializing V at each node randomly, we attempted to simulate the warm starting
of a child node by its parent. We did this by keeping a single, shared-memory
copy of V , which was initialized randomly and made available to all nodes in
the tree. A subproblem of size s − f corresponding to the matrix CF,U (defined
above) was then initialized from the submatrix V [N \ (U ∪F ), N \ (U ∪F )], and
its final iterate was stored back into the same entries of V . Although heuristic,
we found this warm-start approach to be much better than our original strategy
of initializing each node randomly. (The root node was initialized with V having
entries uniform in [−1, 1].)

Even though the above strategy uses Algorithm 1, it could also be based on
Algorithm 2. In Branch-&-Bound, however, we advocate the use of Algorithm 1,
even though §3 suggests the superiority of Algorithm 2. Our decision is based on
experiments, which showed that the performance of Algorithm 2 in Branch-&-
Bound was worse in almost all cases. (One exception having (n, s) = (63, 31) is
given in the next paragraph.) Although the underlying reasons for this behavior
are not entirely clear to us, we did notice certain characteristics of the Branch-&-
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Bound runs, which indicated that Algorithm 2 was doing more work on average
than Algorithm 1 (apparently without significant improvement in bounds). For
example, Algorithm 2 required about 2.5 trial stepsizes per linesearch on average,
while Algorithm 1 required about 1.05.

During early experiments with Branch-&-Bound, it became clear to us that
none of the bounding strategies that we have proposed would be able to solve the
hardest instances (e.g., s = 31 for the data with n = 63) in a reasonably short
period of time (say, a few hours). In this sense, we cannot claim that optimizing
the masked spectral bound is the “silver bullet” for solving extremely large and
difficult instances. (It is worth mentioning that we were able to find and prove
optimality for the (n, s) = (63, 31) problem in 84 hours using Algorithm 1—
and 65 hours using Algorithm 2—on a Pentium 4 2.4 GHz running Linux. This
problem is out of reach using a fixed mask, and in fact, this is the first time that
this instance has been solved using a strategy based completely on eigenvalue-
based bounds.)

Nevertheless, it was also clear that the various bounding strategies behaved
very differently. In order to highlight these differences while maintaining a rea-
sonable testing environment, we settled upon the following testing scheme. For
a particular instance of the maximum-entropy sampling problem, we ran each
of the four bounding strategies — the three fixed bounding strategies and the
optimized bounding strategy — for at most 3600 seconds. We then calculate the
gap between the global upper bound (i.e., the largest upper bound of all nodes
remaining in the tree) and the global lower bound (i.e., the entropy of the best
feasible solution found so far).

Since we limit the Branch-&-Bound calculations to 3600 seconds, we stress
that the computational results shown in Figures 8 and 9 below should be inter-
preted simply as an indication that our approach is more effective in reducing
the gaps when compared with other bounding strategies based on masks. This is
not to say that it is the most effective among all bounding strategies or that all
problems considered here will be solved to optimality with modest increases in
time. For example, a completely different class of bounds based on nonlinear pro-
gramming techniques have been shown in [2] to be quite effective on the n = 63
instances, for example solving the s = 31 instance in 3300 seconds (when the
computer clock speed of 125 MHz in [2] is normalized to our clock speed of 2.4
GHz). For the n = 124 instances shown in Figure 9, it should also be mentioned
that no known bounding technique has been able to solve the hardest of these
instances.

Figure 8 gives Branch-&-Bound results for the data with n = 63 introduced
in §3. The results for each of the four bounding strategies are graphed for s =
10, . . . , 50. From this figure, we can see that the optimization bound strategy did
uniformly better than the fixed bound strategies based on the eigenvalue and
diagonal masks. Furthermore, compared to the one-big spectral partition bound,
our method performed better in the ranges s = 14, . . . , 19 and s = 30, . . . , 44.

In Figure 9, we give similar results for a data set with n = 124, which was
first used in [16]. Again, we see that optimizing the masked spectral bound is
quite competitive with the other bounding strategies.
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Fig. 8. Branch-&-Bound results with n =63 after 3600 seconds for the four bounding strate-
gies. Gap refers to the difference between global upper and lower bounds at termination.
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5. Exploiting second-order information

As mentioned at the beginning of §2, one of our initial motivations for con-
sidering rank-restricted masks was the opportunity for reducing the dimension
of the problem so that second-derivative knowledge of ξ could be incorporated
efficiently.

In particular, we were interested in developing a variant of Algorithm 1 with
search directions produced by a modified Newton’s method with exact Hessians.
We did successfully implement just such a method and tested it with small rank,
e.g., k ≈ 5, but unfortunately, it did not outperform the steepest-descent version
of Algorithm 1. Downsides to the method included the time required to form the
Hessian and to factor the modified Hessian as well as the reduced bound quality
caused by taking k small. In addition, the strong nonconvexity displayed by ξ
resulted in search directions that were not much better than steepest descent.

We also tried other approaches for incorporating second-order information,
including BFGS and limited-memory BFGS search directions. Here again, how-
ever, our attempts at improving steepest descent were unsuccessful. An added
complication was a more stringent strong-Wolfe linesearch (see [9], for exam-
ple) required by BFGS-type directions. (Since the first version of this paper
appeared, recent results obtained by Overton (private communication) suggest
that the strong-Wolfe linesearch should not be used when applied within BFGS
for the optimization of nondifferentiable functions.)
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Fig. 9. Branch-&-Bound results with n =124 after 3600 seconds for the four bounding strate-
gies. Gap refers to the difference between global upper and lower bounds at termination.
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We include our experiences here in order to provide a complete picture of our
efforts and a starting point for additional research. We also include below the
exact Hessian formulae for ξ since these have not appeared before in the literature
and since we are hopeful that they will be of use to others. The formulae were
developed from [20].

In the results below, all eigenvectors are taken to have unit length. Note that,
as in the development of the gradient of f(V ), we must define ul properly when
λl = λl+1.

We first examine the Hessian of ξC,s(X). For simplicity, and with an eye
toward implementation, we consider the symmetric variable X to be encoded
as a column vector of dimension n(n + 1)/2, where the lower-triangular part of
X is stored in column-major format. In the theorem below, the vectors σkl are
indexed by the entries of X in the same fashion.

Proposition 1. Suppose X � 0, and let {(λk, uk)}n
k=1 be the eigenvalues and

eigenvectors of C ◦ X. Suppose also that λs(C ◦ X) > λs+1(C ◦ X). Then ξ is
analytic at X with Hessian

∇2ξC,s(X) =

s
∑

k=1

s
∑

l=1

(

−
1

λkλl

)

σklσ
′

kl + 2

s
∑

k=1

n
∑

l=s+1

(

1

λk

1

λk − λl

)

σklσ
′

kl,
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where, for each (k, l),

[σkl]ij =

{

[C ◦ ulu
′

k]ij + [C ◦ ulu
′

k]ji if i > j

[C ◦ ulu
′

k]ij if i = j.

We next examine the Hessian of f(V ). It is helpful here as well to consider
V to be encoded as a column vector in column-major format.

Proposition 2. Suppose each row of V is nonzero, and define

d := [diag(V V ′)]
−1/2

,

V̄ := h(V ),

X := V̄ V̄ ′.

Let {(λk, uk)}n
k=1 be the eigenvalues and eigenvectors of C ◦ X, and define

H :=
s

∑

k=1

λ−1
k uku′

k.

Suppose also that λs(C◦X) > λs+1(C◦X). Then f is analytic at V with Hessian

∇2f(V ) =
s

∑

k=1

s
∑

l=1

(

−
1

λkλl

)

σklσ
′

kl+2
s

∑

k=1

n
∑

l=s+1

(

1

λk

1

λk − λl

)

σklσ
′

kl+M+N+P,

where, for all (k, l) [and defining J := C ◦ (ulu
′

k + uku′

l) and x̄ := V̄·p locally],

[σkl]ip = [d ◦ (Jx̄ − x̄ ◦ (J ◦ X) e)]i

and where, for all (ip, jq) [and defining x̄ := V̄·p and ȳ := V̄·q locally],

M(ip)(jq) = 2
[

dd′ ◦
(

(e′peq)ee
′ − (x̄ ◦ ȳ) e′ − e (x̄ ◦ ȳ)

′

+ x̄ȳ′ ◦ X
)

◦ H
]

ij
,

N(ip)(jq) =

{

2
[

d2 ◦ (3 x̄ ◦ ȳ ◦ (X ◦ H)e − x̄ ◦ Hȳ − ȳ ◦ Hx̄)
]

i
if i = j

0 otherwise,

and

P(ip)(jq) =

{

−2
[

d2 ◦ (X ◦ H)e
]

i
if (i, j) = (p, q)

0 otherwise.
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6. Further directions

One possible extension would be to combine our low-rank approach with gradient-
sampling ideas (see [7]) when nondifferentiability becomes an issue at a mask
that nearly fathoms, though it may well be that the time would be just as well
spent on further children.

We feel that exploiting second-order information, particularly when working
with low-rank masks, is still an interesting avenue of research. On some smaller
instances (e.g., n ≈ 50) of Branch-&-Bound with Algorithm 1, we noticed that
taking low rank produced overall faster running times than taking full rank.
At this time, we are unable to reconcile this behavior with our observations
concerning rank in §3, but it would be interesting if one could determine effective
strategies for using small rank — and then effectively incorporate second-order
information as well.
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another and for providing many insightful comments on the paper. Michael Overton provided
invaluable input as well.
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