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#### Abstract

In this paper we study two strengthened semidefinite programming relaxations for the Max-Cut problem. Our results hold for every instance of Max-Cut; in particular, we make no assumptions about the edge weights. We prove that the first relaxation provides a strengthening of the Goemans-Williamson relaxation. The second relaxation is a further tightening of the first one and we prove that its feasible set corresponds to a convex set that is larger than the cut polytope but nonetheless is strictly contained in the intersection of the elliptope and the metric polytope. Both relaxations are obtained using Lagrangian relaxation. Hence, our results also exemplify the strength and flexibility of Lagrangian relaxation for obtaining a variety of SDP relaxations with different properties. We also address some practical issues in the solution of these SDP relaxations. Because Slater's constraint qualification fails for both of them, we project their feasible sets onto a lower dimensional space in a way that does not affect the sparsity of these relaxations but guarantees Slater's condition. Some preliminary numerical results are included. © 2002 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

The Max-Cut problem (MC) is a combinatorial optimization problem on undirected graphs with weights on the edges. Given such a graph, the problem consists in finding a partition of the set of vertices into two parts that maximizes the sum of the weights on the edges that have one end in each part of the partition. We consider the general

[^0]case where the graph is complete and we require no restriction on the type of edge weights. So, in particular, negative or zero edge weights are permitted.
The MC problem has applications in circuit layout design and statistical physics, see e.g. [11,43]. Moreover, as a result of the celebrated work of Goemans and Williamson [23], this problem has become the flagship problem when studying applications of semidefinite programming to combinatorial optimization [20-22,49,33,27,32,12,15,30], etc. Furthermore, the MC problem is closely related to the so-called cut polytope, an important structure in the area of integer programming. The book of Deza and Laurent [17] presents many theoretical results about the cut polytope, and some connections to general integer programming are elaborated in [31].

It is well-known that MC is an NP-complete problem [37] and that it remains NP-complete for some restricted versions, see e.g. [19]. Nonetheless, some special cases can be solved efficiently. If the graph is not contractible to $K_{5}$, the complete graph on five vertices, then Barahona [9] proved that the polyhedral relaxation obtained from the triangle inequalities yields exactly the optimal value of MC. (The triangle inequalities model the constraints that for any three mutually connected vertices in the graph, it is only possible to cut either zero or two of the edges joining them.)

In this paper, we focus on the problem of obtaining tight (upper) bounds on the optimal value of MC using semidefinite programming (SDP) relaxations. Polyhedral and semidefinite relaxations for the MC problem can be obtained in different ways. All the procedures we mention are based on some form of lifting and projecting of variables between spaces of varying dimensions. Lift-and-project procedures that find polyhedral relaxations for $\{0,1\}$ programs have been studied by several authors, e.g. Balas et al. [6-8], Lovász and Schrijver [44] and Sherali and Adams [50,51].

To find semidefinite relaxations, Lovász and Schrijver [44] define a procedure, denoted $N_{+}$, that can be iterated to obtain tighter and tighter semidefinite relaxations of the convex hull of feasible integer points for $\{0,1\}$ programs. A key result is that iterating the $N_{+}$procedure $n$ times, where $n$ is the number of integer variables in the problem, yields exactly the convex hull of all the integer points. For Max-Cut, $n$ equals the number of vertices in the graph and this convex hull is usually referred to as the cut polytope. Furthermore, optimizing the appropriate linear objective function over this polytope yields exactly the optimal value of MC.

Another way to obtain semidefinite programming relaxations is via the application of the theory of moments and its dual theory, the representation of strictly positive polynomials over compact sets. The recent work of Lasserre [38] introduces a family of semidefinite programming relaxations corresponding to liftings of polynomial boolean problems into higher and higher dimensions. Lasserre presents necessary and sufficient conditions under which the optimal value of MC is attained after a finite number of such liftings.

Yet another way to derive these relaxations is through Lagrangian duality, see e.g. [52,48]. In this approach one takes the formulation MC0 (defined below) of Max-Cut and forms its Lagrangian dual. The dual of the dual yields an SDP relaxation, denoted by SDP1 in this paper. It is equivalent to the Shor relaxation [52] and the S-procedure
of Yakubovitch [54,55]. One advantage of this approach over the two previously mentioned is that it is possible to choose the (possibly redundant) constraints that are included in the primal problem formulation. This choice determines the structure and properties of the resulting SDP relaxation.

Goemans and Williamson [22-24] have used the SDP1 relaxation in their algorithm for finding a cut whose weight is guaranteed to be within $14 \%$ of the weight of the maximum cut. Recently, Feige and Schechtman [18] analyzed the SDP1 relaxation with all the triangle inequalities included and constructed examples for which it is only within $11 \%$ of the weight of the maximum cut. Further approximation results for problems with general quadratic objective functions are presented in [46,56,47]. In particular, Nesterov [46,47] uses the SDP1 bound to provide estimates of $\mu^{*}$ for arbitrary edge weights with constant relative accuracy.
The feasible set of the SDP1 relaxation is the set of correlation matrices, or elliptope, and it has been well-studied in the literature, see e.g. $[40,41]$ as well as the book of Deza and Laurent [17] and the references therein. Since SDP1 is a relaxation of MC, the analysis of Goemans and Williamson implies that the optimal value of SDP1 is at most $14 \%$ above the optimal value of MC. It is important to note that this result requires the assumption that there are no negative edge weights.

In this paper we study two strengthened SDP relaxations for MC. Our results hold for every instance of MC ; in particular, we make no assumptions about the edge weights. The basic SDP1 relaxation may be obtained by applying Lagrangian relaxation and thereby lifting the quadratic boolean formulation of MC from the space $\mathfrak{R}^{n}$ into $\mathscr{S}^{n}$, the space of $n \times n$ symmetric matrices. These new relaxations are obtained by applying a second lifting, i.e. by suitably formulating MC in the space $\mathscr{S}^{n}$ and then lifting the problem into $\mathscr{S}^{[n(n+1) / 2]+1}$.

We prove that the first relaxation, denoted SDP2, is a strengthening of the GoemansWilliamson relaxation. The second relaxation, denoted SDP3, ${ }^{3}$ is a further tightening of SDP2. We prove that its feasible set corresponds, via a suitable projection back to $\mathscr{S}^{n}$, to a convex set $F_{n}$ that is larger than the cut polytope but is strictly contained in the intersection of the elliptope and the metric polytope. This illustrates the strength of Lagrangian relaxation for obtaining different SDP relaxations with different properties.

We also address some practical issues in the solution of these SDP relaxations. Because Slater's constraint qualification fails for both SDP2 and SDP3, we can project their feasible sets onto a lower dimensional space. This is done in a simple way that does not affect the sparsity of these relaxations and ensures that Slater's condition is satisfied after the projection. We include some numerical results.

This paper is structured as follows. In the remainder of this section we review the definitions and notation to be used in this paper and we sketch the application of Lagrangian relaxation to derive the basic relaxation SDP1. In Section 2, we derive the SDP2 strengthened relaxation and prove several of its properties. In Section 3, we

[^1]derive the tighter relaxation SDP3 and prove that the projection of its feasible set into $\mathscr{S}^{n}$ gives a strict subset of the intersection of the elliptope and the metric polytope. Since neither of these two relaxations has a strictly feasible point, in Section 4, we study the geometry of their feasible sets and find a projection onto the minimal face of the positive semidefinite cone where we verify that Slater's constraint qualification holds. Finally, in Section 5, we report some numerical results obtained by solving the projected relaxations.

### 1.1. Max-Cut formulations and relaxations

Following [45], we can formulate the MC problem as follows. Let the given graph $G$ have vertex set $\{1, \ldots, n\}$ and let it be described by its weighted adjacency matrix $A(G)$. We tacitly assume that the graph in question is complete (if not, missing edges can be given weight 0 to complete the graph) and that the edge set is not empty, so $A(G) \neq 0$. Let $L$ denote the Laplacian matrix associated with the graph; hence $L:=\operatorname{Diag}(A(G) \cdot e)-A(G)$, where the linear operator Diag returns a diagonal matrix with diagonal formed from the vector given as its argument, and $e$ denotes the vector of all ones. Let the vector $v \in\{ \pm 1\}^{n}$ represent any cut in the graph via the interpretation that the sets $\left\{i: v_{i}=+1\right\}$ and $\left\{i: v_{i}=-1\right\}$ form a partition of the vertex set of the graph. Then we can formulate MC as

$$
\begin{aligned}
(\mathrm{MC} 0) \mu^{*}=\max & \frac{1}{4} v^{\mathrm{T}} L v \\
\text { s.t. } & v_{i}^{2}=1, \quad i=1, \ldots, n,
\end{aligned}
$$

where $\mu^{*}$ denotes the optimal value of MC. Define $Q:=\frac{1}{4} L$ and consider the change of variable $X:=v v^{\mathrm{T}}, v \in\{ \pm 1\}^{n}$. Then $v^{\mathrm{T}} Q v=$ trace $Q X$, and an equivalent formulation for MC is

$$
\begin{aligned}
(\mathrm{MC} 1) \mu^{*}=\max & \operatorname{trace} Q X \\
\text { s.t. } & \operatorname{diag}(X)=e \\
& \operatorname{rank}(X)=1, \\
& X \geqslant 0, \quad X \in \mathscr{S}^{n},
\end{aligned}
$$

where $\operatorname{diag}(\cdot)$ denotes the linear operator that returns a vector with the diagonal elements of its matrix argument, $X \geqslant 0$ denotes that $X$ is positive semidefinite and $\mathscr{S}^{n}$ denotes the space of $n \times n$ symmetric matrices. This space has dimension $t(n):=n(n+1) / 2$ and is endowed with the trace inner product $\langle A, B\rangle:=$ trace $A B$.

Denote the feasible set of MC 1 , less the rank constraint, by

$$
\mathscr{E}_{n}:=\left\{X \in \mathscr{S}^{n}: \operatorname{diag}(X)=e, X \succcurlyeq 0\right\} .
$$

The set $\mathscr{E}_{n}$ is the elliptope studied in [40,41] and it is a convex relaxation of the feasible set of problem MC1 since we dropped the rank constraint. With this notation, let us define the semidefinite programming problem SDP1:

$$
\begin{aligned}
(\mathrm{SDP} 1) v_{1}^{*}=\max & \\
& \text { trace } Q X \\
\text { s.t. } & X \in \mathscr{E}_{n} .
\end{aligned}
$$

This SDP relaxation is well-known and has been studied in e.g. [16,23,42]. Goemans and Williamson [23] provided estimates for the quality of the SDP1 bound for MC. They proved that the optimal value of this relaxation is at most $14 \%$ above the value of the maximum cut, provided there are no negative edge weights. More precisely,

$$
\mu^{*} \geqslant \alpha v_{1}^{*},
$$

where $\alpha:=\min _{0 \leqslant \theta \leqslant \pi} 2 / \pi \theta /(1-\cos \theta) \approx 0.87856$, and since $1 / \alpha \leqslant 1.14$, we have that $v_{1}^{*} \leqslant 1.14 \mu^{*}$. Furthermore, by randomly rounding a solution to the SDP relaxation, they obtain a 0.878 -approximation algorithm, i.e. an algorithm that produces a cut with value at least 0.878 times the optimal value. (Note that Håstad [26] proved that it is NP-hard to find a $\rho$-approximation algorithm for Max-Cut with $\rho$ greater than 0.9412 .)

Other convex relaxations of the feasible set of MC 1 have been proposed in the literature. The smallest convex set containing all the matrices $X$ which are feasible for MC1 is their convex hull, called the cut polytope:

$$
C_{n}:=\operatorname{Conv}\left\{X: X=v v^{\mathrm{T}}, v \in\{ \pm 1\}^{n}\right\} .
$$

Optimizing trace $Q X$ over $C_{n}$ would yield exactly $\mu^{*}$, but an efficient description of the cut polytope is not known. A well-known relaxation of the cut polytope is the metric polytope $M_{n}$, defined as the set of all matrices satisfying the triangle inequalities:

$$
\begin{aligned}
M_{n}:= & \left\{X \in \mathscr{S}^{n}: \operatorname{diag}(X)=e, \text { and } X_{i j}+X_{i k}+X_{j k} \geqslant-1, X_{i j}-X_{i k}-X_{j k} \geqslant-1,\right. \\
& \left.-X_{i j}+X_{i k}-X_{j k} \geqslant-1,-X_{i j}-X_{i k}+X_{j k} \geqslant-1, \forall 1 \leqslant i<j<k \leqslant n\right\} .
\end{aligned}
$$

The triangle inequalities model the following constraints: for any three mutually connected vertices in the graph, it is only possible to cut either zero or two of the edges joining them. In fact, the triangle inequalities are sufficient to describe the cut polytope for graphs with less than five vertices, i.e. $C_{n}=M_{n}$ for $n \leqslant 4$; however, $C_{n} \mp M_{n}$ for $n \geqslant 5$, see for example [17]. Nonetheless, if the graph $G$ is not contractible to $K_{5}$, the complete graph on 5 vertices, then Barahona [10] proved that the linear programming problem

$$
\begin{array}{cl}
\max & \text { trace } Q X \\
\text { s.t. } & X \in M_{n}
\end{array}
$$

has optimal value equal to $\mu^{*}$.

### 1.2. SDP1 via Lagrangian relaxation - first lifting

The SDP1 relaxation can be obtained by taking the Lagrangian dual of the Lagrangian dual of the formulation MC0 [52,48]. The Lagrangian dual of MC0 is

$$
\mu^{*} \leqslant v_{1}^{*}:=\min _{y} \max _{v} v^{\mathrm{T}} Q v-v^{\mathrm{T}}(\operatorname{Diag} y) v+e^{\mathrm{T}} y .
$$

The inner maximization has a hidden constraint, i.e the quadratic is bounded above only if its Hessian is negative semidefinite. This is equivalent to the following SDP:

$$
\begin{aligned}
v_{1}^{*}=\min & e^{\mathrm{T}} y \\
\text { s.t. } & \operatorname{Diag} y \geqslant Q .
\end{aligned}
$$

Slater's (strict feasibility) constraint qualification holds for this problem. Therefore, its Lagrangian dual has the same optimal value and is precisely SDP1:

$$
\begin{aligned}
\mu^{*} \leqslant v_{1}^{*}=\max & \operatorname{trace} Q X \\
\text { s.t. } & \operatorname{diag}(X)=e, \\
& X \geqslant 0 .
\end{aligned}
$$

Whenever the objective function or the constraints in MC0 contain a linear term, negative semidefiniteness of the Hessian is not sufficient for boundedness of the quadratic; feasibility of the stationarity condition is also needed. Alternatively, one can homogenize and use strong duality of the trust region subproblem [53]. The latter technique is used below.

## 2. First strengthened SDP relaxation

The derivation of SDP2 begins by adding to MC1 the redundant quadratic constraints

- $X^{2}-n X=0$ and
- $X \circ X=E$, where $\circ$ denotes the Hadamard (elementwise) product of matrices and $E$ denotes the matrix of all ones.
One motivation for adding these redundant constraints to the formulation MC1 is that we will be using Lagrangian duality to obtain new SDP relaxations. To obtain tighter bounds we therefore want the duality gap incurred in the process to be as small as possible. The interest in these redundant quadratic constraints comes from the results in [4,5] where the addition of redundant constraints of this type was shown to guarantee strong duality for certain problems where duality gaps can exist.

The validity of the constraint $X^{2}-n X=0$ follows from the observation that $X^{2}=$ $v v^{\mathrm{T}} v v^{\mathrm{T}}$ and $v^{\mathrm{T}} v=n$ for all $v \in\{ \pm 1\}^{n}$. Since we can simultaneously diagonalize $X$ and $X^{2}$, the eigenvalues of $X$ must satisfy $\lambda^{2}-n \lambda=0$, which implies that the only eigenvalues of $X$ are 0 and $n$. This shows that the constraint $X \succcurlyeq 0$ becomes redundant and may be removed. Moreover, since the diagonal constraint implies that the trace of $X$ is $n$, we conclude that $X$ must be rank-one and the rank constraint can also be removed. Finally, if $v \in\{ \pm 1\}^{n}$ then all the entries of $X=v v^{\mathrm{T}}$ are $\pm 1$ and clearly $X \circ X=E$ holds. (In fact, by Theorem 2.2, this last constraint together with $X \geqslant 0$ also implies that $X$ is rank-one).

The resulting problem MC 2 is thus another formulation of MC :

$$
\begin{aligned}
(\mathrm{MC} 2) \mu^{*}=\max & \operatorname{trace} Q X \\
\text { s.t. } & \operatorname{diag}(X)=e, \\
& X \circ X=E, \\
& X^{2}-n X=0 .
\end{aligned}
$$

We now present two different derivations of the strengthened relaxation SDP2. The first derivation follows the procedure in [48] which was illustrated in Section 1.2, while the second derivation is a direct second lifting using the motivation that cuts correspond
to rank-one matrices in the strengthened relaxation. Although the second derivation is simpler and can be done independently, we also include the first one because it gives insight on how the choice of (possibly redundant) constraints determines the SDP relaxation we obtain from the Lagrangian dual. Furthermore, once the result of the first derivation is obtained, the second derivation of the same SDP becomes obvious. But it is not clear how to directly derive an SDP that has not yet been formulated. (Note that the equivalence of the two derivations follows from Theorem 9 of [48] and the discussion preceding the Theorem therein.)

### 2.1. Second lifting via Lagrangian duality

In this section we follow the "recipe" presented in [48]. This recipe can be summarized as:

1. Add as many redundant quadratic constraints as possible;
2. Take the Lagrangian dual of the Lagrangian dual;
3. Remove redundant constraints and project the feasible set of the resulting SDP to guarantee strict feasibility.
This section presents only the first two steps of this recipe plus the removal of redundant constraints. The projection is applied in Section 4 where we study the geometry of the feasible sets of our relaxations.

To efficiently apply Lagrangian relaxation and not lose the information from the linear constraint, we need to replace the constraint with the norm constraint $\| \operatorname{diag}(X)-$ $e\left\|\|^{2}=0\right.$ and homogenize the problem. We then lift this matrix problem into a higher dimensional matrix space.

To keep the dimension as low as possible, we take advantage of the symmetry of $X$. Recall that $t(i)=i(i+1) / 2$ and define sMat to be the linear operator that, given a vector $x \in \mathfrak{R}^{\ell(n)}$, returns a matrix $X \in \mathscr{S}^{n}$ obtained by filling in columnwise the upper triangular part of X with the $t(n)$ components of $x$ and completing the strictly lower triangle by symmetry. Thus, we rewrite MC2 as

$$
\begin{array}{rll}
\text { (MC2) } \mu^{*}=\max & \operatorname{trace}(Q \operatorname{sMat}(x)) y_{0} \\
\text { s.t. } & \operatorname{diag}(\operatorname{sMat}(x))^{\mathrm{T}} \operatorname{diag}(\operatorname{sMat}(x))-2 e^{\mathrm{T}} \operatorname{diag}(\operatorname{sMat}(x)) y_{0}+n=0, \\
& E-\operatorname{sMat}(x) \circ \operatorname{sMat}(x)=0, \\
& \operatorname{sMat}(x)^{2}-n \operatorname{sMat}(x) y_{0}=0, \\
& 1-y_{0}^{2}=0, \\
& x \in \mathfrak{R}^{t(n)}, \quad y_{0} \in \mathfrak{R} .
\end{array}
$$

Note that this problem is equivalent to the previous formulation since we can change $X$ to $-X$ if $y_{0}=-1$ is optimal.

We now take the Lagrangian dual of MC2. Introducing Lagrange multipliers $w, t \in \mathfrak{R}$ and $T, S \in \mathscr{S}^{n}$, the dual is

$$
\begin{aligned}
v_{2}^{*}:= & \min _{t, w, T, S} \max _{x, y_{0}}\left\{\operatorname{trace}(Q \operatorname{sMat}(x)) y_{0}\right. \\
& +w\left(\operatorname{diag}(\operatorname{sMat}(x))^{\mathrm{T}} \operatorname{diag}(\operatorname{sMat}(x))-2 e^{\mathrm{T}} \operatorname{diag}(\operatorname{sMat}(x)) y_{0}+n\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\operatorname{trace} T(E-\operatorname{sMat}(x) \circ \operatorname{sMat}(x)) \\
& \left.+\operatorname{trace} S\left((\operatorname{sMat}(x))^{2}-n \operatorname{sMat}(x) y_{0}\right)+t\left(1-y_{0}^{2}\right)\right\}
\end{aligned}
$$

Note that moving the constraint $y_{0}^{2}=1$ into the Lagrangian does not increase the duality gap, since the Lagrangian relaxation of the trust-region subproblem is tight [53].

Applying the steps sketched in Section 1.2 for deriving SDP1, we take the dual of this dual and obtain the SDP2 relaxation (see [2] for details). We shall make use of the following linear operators:

- $\operatorname{Diag}(v)$ forms a diagonal matrix with the vector $v$ on the diagonal;
- svec is the inverse of sMat, i.e. it forms a $t(n)$-vector columnwise from an $n \times n$ symmetric matrix while ignoring the strictly lower triangular part of the matrix;
- dsvec acts like svec but multiplies by 2 the off-diagonal entries of its (symmetric) matrix argument;
- Mat forms an $n \times n$ matrix columnwise from an $n^{2}$-vector;
- vec is the inverse of Mat;
- $\operatorname{vsMat}(x):=\operatorname{vec}(\operatorname{sMat}(x))$.

First, the inner maximization of the Lagrangian dual of MC 2 is an unconstrained pure quadratic maximization, therefore, its optimal value is infinity unless the Hessian is negative semidefinite in which case $x=0, y_{0}=0$ is optimal. Thus we need to calculate the Hessian.

Using trace $Q \operatorname{sMat}(x)=x^{\mathrm{T}} \mathrm{dsvec}(Q)$, and pulling out a 2 for convenience, we get the constant part (no Lagrange multipliers) of the Hessian:

$$
2 H_{c}:=2\left(\begin{array}{cc}
0 & \frac{1}{2} \operatorname{dsvec}(Q)^{\mathrm{T}} \\
\frac{1}{2} \mathrm{~d} \operatorname{svec}(Q) & 0
\end{array}\right)
$$

The nonconstant part of the Hessian is made up of a linear combination of matrices, i.e. it is a linear operator on the Lagrange multipliers. Again for notational convenience, we let $\mathscr{H}(w, T, S, t)$ denote the negative of the nonconstant part of the Hessian, and we split it into four linear operators with the factor 2 :

$$
\begin{aligned}
2 \mathscr{H}(w, T, S, t):= & 2 \mathscr{H}_{1}(w)+2 \mathscr{H}_{2}(T)+2 \mathscr{H}_{3}(S)+2 \mathscr{H}_{4}(t) \\
& :=2 w\left(\begin{array}{cc}
0 & (\mathrm{dsvec} \operatorname{Diag} e)^{\mathrm{T}} \\
(\operatorname{dsvec} \operatorname{Diag} e) & -\operatorname{sdiag}^{*} \operatorname{sdiag}
\end{array}\right) \\
& +2\left(\begin{array}{cc}
0 & 0 \\
0 & \operatorname{dsvec}(T \circ \operatorname{sMat})
\end{array}\right) \\
& +2\left(\begin{array}{cc}
0 & \frac{n}{2} \operatorname{dsvec}(S)^{\mathrm{T}} \\
\frac{n}{2} \operatorname{dsvec}(S) & (\text { Mat vsMat })^{*} S(\text { Mat vsMat })
\end{array}\right) \\
& +2 t\left(\begin{array}{cc}
1 & 0 \\
0 & 0
\end{array}\right)
\end{aligned}
$$

Thus, after cancelling the factor of 2 on both sides of the constraint, we get the semidefinite program

$$
\begin{aligned}
v_{2}^{*}=\min & n w+\operatorname{trace} E T+\operatorname{trace} 0 S+t \\
\text { s.t. } & \mathscr{H}(w, T, S, t) \succcurlyeq H_{c} .
\end{aligned}
$$

If we take $T$ sufficiently positive definite and $t$ sufficiently large, then we can guarantee Slater's constraint qualification. Therefore, the dual of this SDP has the same optimal value $v_{2}^{*}$ and it provides the strengthened SDP relaxation of MC:

$$
\begin{array}{cl}
(\mathrm{SDP} 2) \quad v_{2}^{*}=\max & \operatorname{trace} H_{Q} Y \\
\text { s.t. } & \mathscr{H}_{1}^{*}(Y)=n \\
& \mathscr{H}_{2}^{*}(Y)=E \\
& \mathscr{H}_{3}^{*}(Y)=0 \\
& \mathscr{H}_{4}^{*}(Y)=1 \\
& Y \succcurlyeq 0, Y \in \mathscr{S}^{t(n)+1}
\end{array}
$$

where

$$
H_{Q}:=\left(\begin{array}{cc}
0 & \frac{1}{2} \mathrm{~d} \operatorname{svec}(Q)^{\mathrm{T}} \\
\frac{1}{2} \mathrm{~d} \operatorname{svec}(Q) & 0
\end{array}\right)
$$

To express the linear operators $\mathscr{H}_{i}^{*}(Y), i=1,2,3,4$, let us index the rows of $Y$ by $0,1, \ldots, t(n)$ and partition it as

$$
Y=\left(\begin{array}{cc}
Y_{00} & x^{\mathrm{T}} \\
x & \bar{Y}
\end{array}\right)
$$

where $\bar{Y} \in \mathscr{S}^{t(n)}$. Then

$$
\begin{aligned}
& \mathscr{H}_{1}^{*}(Y)=2 \operatorname{svec}\left(I_{n}\right)^{\mathrm{T}} x-\operatorname{trace} \operatorname{Diag}\left(\operatorname{svec}\left(I_{n}\right)\right) \bar{Y} \\
& \mathscr{H}_{2}^{*}(Y)=\operatorname{sMat} \operatorname{diag}(\bar{Y}) \\
& \mathscr{H}_{3}^{*}(Y)=n \operatorname{sMat}(x)-(\text { Mat vsMat }) \bar{Y}(\text { Mat vsMat })^{*}, \\
& \mathscr{H}_{4}^{*}(Y)=Y_{00} .
\end{aligned}
$$

The constraints $\mathscr{H}_{2}^{*}(Y)=E$ and $\mathscr{H}_{4}^{*}(Y)=1$ are equivalent to $\operatorname{diag}(Y)=e$. Also, $\mathscr{H}_{1}^{*}(Y)$ is twice the sum of the elements in the first row of $Y$ corresponding to the positions of the diagonal of $\operatorname{sMat}(x)$ minus the sum of the same elements in the diagonal of $\bar{Y}$. The constraint $\mathscr{H}_{1}^{*}(Y)=n$ implies that $Y_{0, t(i)}=1 \forall i=1, \ldots, n$, and thus $\operatorname{diag}(\operatorname{sMat}(x))=e$ holds.

The constraint $\mathscr{H}_{3}^{*}(Y)=0$ implies immediately that if $Y$ is feasible for SDP2, then $\operatorname{sMat}(x)$ is positive semidefinite (and in fact feasible for SDP1). This is proved in Lemma 2.1.

### 2.2. Direct second lifting

We can derive the SDP2 relaxation directly from MC2 using the rank-one relationship

$$
Y \cong\binom{y_{0}}{x}\left(\begin{array}{ll}
y_{0} & x^{\mathrm{T}}
\end{array}\right), \quad X=\operatorname{sMat}(x) .
$$

Using this approach we express the constraints that the elements of $X$ are $\pm 1$ and $\operatorname{diag}(X)=e$ as

$$
\operatorname{diag}(Y)=e \quad \text { and } \quad Y_{0, t(i)}=1, i=1, \ldots, n
$$

We also express the $t(n+1)$ constraints from $X^{2}-n X=0$. The constraints corresponding to equating the diagonal entries become redundant (see [2] for details). After they are removed, the result is the SDP relaxation

$$
\begin{array}{rll}
\text { (SDP2) } \quad v_{2}^{*}=\max & \operatorname{trace} H_{Q} Y \\
\text { s.t. } & \operatorname{diag}(Y)=e, \\
& Y_{0, t(i)}=1, \quad i=1, \ldots, n, \\
& Y_{0, T(i, j)}=\frac{1}{n} \sum_{k=1}^{n} Y_{T(i, k), T(k, j)} \quad \forall 1 \leqslant i<j \leqslant n, \\
& Y \succcurlyeq 0, \quad Y \in \mathscr{S}^{t(n)+1},
\end{array}
$$

where

$$
T(i, j):= \begin{cases}t(j-1)+i & \text { if } i \leqslant j \\ t(i-1)+j & \text { otherwise }\end{cases}
$$

(Recall that $t(i)=i(i+1) / 2$, so $T(i, i)=t(i)$.)
The first two sets of constraints imply that the $2 \times 2$ leading principal minor of any $Y$ feasible for SDP2 is all ones. Hence, every feasible $Y$ for SDP2 is singular. In Section 4, we shall exploit this fact to project the feasible set of SDP2 onto a lower dimensional face of the positive semidefinite cone and thus reduce the number of variables in the SDP relaxation.

### 2.3. Properties of the first strengthened relaxation

One surprising result is that the matrix obtained by applying sMat to the first row of a feasible $Y$ is positive semidefinite, even though this nonlinear constraint was discarded in the construction of MC2 and there could be a duality gap between SDP2 and MC2.

Lemma 2.1. Suppose that $Y$ is feasible for SDP2. Then

$$
\operatorname{sMat}\left(Y_{1: t(n), 0}\right) \succcurlyeq 0
$$

and so is feasible for SDP1.

Proof. Using the partition

$$
Y=\left(\begin{array}{rr}
1 & x^{\mathrm{T}} \\
x & \bar{Y}
\end{array}\right),
$$

we see that $\bar{Y}$ is positive semidefinite. Rewriting the constraint $\mathscr{H}_{3}^{*}(Y)=0$ as

$$
\operatorname{sMat}(x)=\frac{1}{n}(\text { Mat vsMat }) \bar{Y}(\text { Mat vsMat })^{*},
$$

we see $\operatorname{sMat}(x)$ is a congruence of $\bar{Y}$. The result follows.
Consequently, the relaxation SDP2 is a strengthening of SDP1.
Theorem 2.1. The optimal values of SDP1 and SDP2 satisfy

$$
v_{2}^{*} \leqslant v_{1}^{*}
$$

Proof. Suppose that

$$
Y^{*}=\left(\begin{array}{cc}
1 & x^{* T} \\
x^{*} & \bar{Y}^{*}
\end{array}\right)
$$

solves SDP2. From Lemma 2.1, $X^{*}:=\operatorname{sMat}\left(x^{*}\right)$ is feasible for SDP1, therefore

$$
\begin{aligned}
v_{2}^{*} & =\operatorname{trace} H_{Q} Y^{*} \\
& =(\operatorname{dsvec} Q)^{\mathrm{T}} x^{*} \\
& =\operatorname{trace} Q X^{*} \\
& \leqslant v_{1}^{*} . \quad \square
\end{aligned}
$$

We can also look at the added constraint $X \circ X=E$. Even though it does not imply $X \geqslant 0$, it is interesting to note that adding only this constraint to SDP1 yields a problem equivalent to MC. This follows from the following theorem that gives a characterization for all the $\{ \pm 1\}$-matrices in the positive semidefinite cone: they are exactly the rank-one matrices formed by the outer product of some $\{ \pm 1\} n$-vector with itself. (This theorem follows as a Corollary to [34, Theorem 5.3.4]. ${ }^{4}$ We include a simple independent proof.)

Theorem 2.2. Let $X$ be an $n \times n$ symmetric matrix. Then

$$
X \succcurlyeq 0, X \in\{ \pm 1\}^{n \times n} \quad \text { if and only if } \quad X=x x^{\mathrm{T}}, \quad \text { for some } x \in\{ \pm 1\}^{n} .
$$

Proof. Showing sufficiency is straightforward: if $X=x x^{\mathrm{T}}$ then for any $y \in \mathfrak{R}^{n}$, we have

$$
y^{\mathrm{T}} X y=\left\|x^{\mathrm{T}} y\right\|^{2} \geqslant 0
$$

hence $X$ is positive semidefinite.

[^2]To prove necessity, first observe that if $X$ is symmetric, $X \in\{ \pm 1\}^{n \times n}$, and $X \geqslant 0$, then all the diagonal entries of $X$ equal 1 .

If $n=2$, the possibilities for $X$ are

$$
\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{rr}
1 & -1 \\
-1 & 1
\end{array}\right)
$$

and it is easily checked that both are positive semidefinite and rank-one.
For $n \geqslant 3$, we argue by contradiction. Suppose $X \in\{ \pm 1\}^{n \times n}$ and $X \geqslant 0$ but $X$ is not rank-one. Let $X=\left(x_{i j}\right)$ and let $x_{j}$ denote the $j$ th column of $X$. Then without loss of generality (permuting columns if necessary) the first two columns of $X$ are linearly independent, therefore, $x_{1} \neq x_{2}$ and $x_{1} \neq-x_{2}$. Hence, again without loss of generality (permuting rows if necessary), $x_{11}=x_{12}=1$, and $x_{31}=-x_{32}=-1$ or $x_{31}=-x_{32}=1$. Thus, the top left $3 \times 3$ principal submatrix of $X$ is either

$$
\left(\begin{array}{rrr}
1 & 1 & -1 \\
1 & 1 & 1 \\
-1 & 1 & 1
\end{array}\right) \quad \text { or } \quad\left(\begin{array}{rrr}
1 & 1 & 1 \\
1 & 1 & -1 \\
1 & -1 & 1
\end{array}\right) .
$$

Since the determinants of these matrices are negative, we have a contradiction to $X \succcurlyeq$ 0 . Hence, $X$ is rank-one. Since $\operatorname{diag}(X)=e$, the result follows.

## 3. Second strengthened SDP relaxation

The second strengthened relaxation is obtained by adding more redundant quadratic constraints to MC2 and obtaining a new formulation MC3. The dual of MC3 will be an even tighter relaxation since an increase in the number of Lagrange multipliers gives us a better bound.

Recall the change of variable $X=v v^{\mathrm{T}}$. Since $X_{i j}=v_{i} v_{j}$ and $v_{k}^{2}=1$ for $k=1, \ldots, n$, the constraints

$$
X_{i j}=v_{i} v_{j}=v_{i} v_{k}^{2} v_{j}=v_{i} v_{k} \cdot v_{k} v_{j}=X_{i k} \cdot X_{k j}
$$

also hold for every rank-one $X$ corresponding to a cut. In fact, there is an interesting connection between these constraints and the metric polytope. This connection is used in the proof of Theorem 3.1.

Adding these constraints to MC2, we obtain the formulation MC3:

$$
\begin{aligned}
\text { (MC3) } \mu^{*}=\max & \operatorname{trace} Q X \\
\text { s.t. } & \operatorname{diag}(X)=e, \\
& X \circ X=E, \\
& X^{2}-n X=0, \\
& X_{i j}=X_{i k} X_{k j} \quad \forall 1 \leqslant i, j, \quad k \leqslant n .
\end{aligned}
$$

Taking the dual of the dual of MC3 (and removing redundant constraints in the resulting SDP) yields the relaxation SDP3 defined below.

Alternatively, we can motivate SDP3 by considering that the rank-one matrices $X=v v^{\mathrm{T}}, v \in\{ \pm 1\}^{n}$ have all their entries equal to $\pm 1$. Hence, the corresponding matrices $Y$ feasible for SDP2 have all their entries in the first row and column equal to $\pm 1$. Now consider the following constraints from SDP2:

$$
Y_{0, T(i, j)}=\frac{1}{n} \sum_{k=1}^{n} Y_{T(i, k), T(k, j)} \quad \forall 1 \leqslant i<j \leqslant n
$$

for

$$
Y=\left(\begin{array}{cc}
1 & x^{\mathrm{T}} \\
x & \bar{Y}
\end{array}\right) \quad \text { and } \quad x=\operatorname{svec}\left(v v^{\mathrm{T}}\right)
$$

The entry $Y_{0, T(i, j)}$ is in the first row of $Y$ and therefore it is equal to 1 in magnitude. The corresponding constraint states that it must be equal to the average of $n$ entries in the block $\bar{Y}$. But each of these $n$ entries has magnitude at most 1 , so for equality to hold, they must all have magnitude equal to 1 , and in fact they must all equal $Y_{0, T(i, j)}$.

Either approach yields the relaxation SDP3:

$$
\begin{aligned}
(\mathrm{SDP} 3) v_{3}^{*}=\max & \operatorname{trace} H_{Q} Z \\
\text { s.t. } & \operatorname{diag}(Z)=e \\
& Z_{0, t(i)}=1, \quad i=1, \ldots, n, \\
& Z_{0, T(i, j)}=Z_{T(i, k), T(k, j)} \quad \forall k, \quad \forall 1 \leqslant i<j \leqslant n \\
& Z \geqslant 0, Z \in \mathscr{S}^{t(n)+1} .
\end{aligned}
$$

### 3.1. Properties of the second strengthened relaxation

Let us define the projection of the feasible set of $\operatorname{SDP} 3$ onto $\mathscr{S}^{n}$ as

$$
F_{n}:=\left\{X \in \mathscr{S}^{n}: X=\operatorname{sMat}\left(Z_{1: t(n), 0}\right), Z \text { feasible for SDP3 }\right\}
$$

Since the feasible set of SDP3 is convex and compact, and since $F_{n}$ is its image under a linear transformation, it follows that $F_{n}$ is also convex and compact. Also, it is straightforward to verify that $F_{n}$ contains the cut polytope.

Lemma 3.1. $C_{n} \subseteq F_{n}$.
Since every $Z$ feasible for SDP3 is feasible for SDP2, by Lemma 2.1 we have:
Corollary 3.1. $F_{n} \subseteq \mathscr{E}_{n}$.
By Lemma 3.1, we observe that $\mu^{*} \leqslant v_{3}^{*} \leqslant v_{2}^{*} \leqslant v_{1}^{*}$. We now prove an additional property of SDP3 that is not inherited from SDP2, namely that the matrices in $F_{n}$ also satisfy all the triangle inequalities.

Theorem 3.1. $F_{n} \subseteq M_{n}$.

Proof. Suppose $X \in F_{n}$, then $X=\operatorname{sMat}\left(Z_{1: t(n), 0}\right)$ for some $Z$ feasible for SDP3. Since $Z_{0, t(i)}=1 \forall i$, it follows that $\operatorname{diag}(X)=e$ holds.

Given $i, j, k$ such that $1 \leqslant i<j<k \leqslant n$, let $Z_{i, j, k}$ denote the $4 \times 4$ principal minor of $Z$ corresponding to the indices $0, T(i, j), T(i, k), T(j, k)$. Let $a=X_{i j}=Z_{0, T(i, j)}, b=X_{i k}=$ $Z_{0, T(i, k)}, c=X_{j k}=Z_{0, T(j, k)}$. Then

$$
Z_{i, j, k}=\left(\begin{array}{cccc}
1 & a & b & c \\
a & 1 & c & b \\
b & c & 1 & a \\
c & b & a & 1
\end{array}\right)
$$

since $\operatorname{diag}(Z)=e$ and

$$
Z_{0, T(i, j)}=Z_{T(i, k), T(k, j)}, \quad Z_{0, T(i, k)}=Z_{T(i, j), T(j, k)}, \quad Z_{0, T(j, k)}=Z_{T(j, i), T(i, k)} .
$$

Now

$$
\begin{aligned}
Z_{i, j, k} \succcurlyeq 0 & \Leftrightarrow\left(\begin{array}{ccc}
1 & c & b \\
c & 1 & a \\
b & a & 1
\end{array}\right)-\left(\begin{array}{l}
a \\
b \\
c
\end{array}\right)\left(\begin{array}{lll}
a & b & c
\end{array}\right) \succcurlyeq 0 \\
& \Leftrightarrow\left(\begin{array}{lll}
1-a^{2} & c-a b & b-a c \\
c-a b & 1-b^{2} & a-b c \\
b-a c & a-b c & 1-c^{2}
\end{array}\right) \succcurlyeq 0 \\
& \Rightarrow e^{\mathrm{T}}\left(\begin{array}{lll}
1-a^{2} & c-a b & b-a c \\
c-a b & 1-b^{2} & a-b c \\
b-a c & a-b c & 1-c^{2}
\end{array}\right) e \geqslant 0
\end{aligned}
$$

Hence,

$$
\begin{aligned}
Z_{i, j, k} \succcurlyeq 0 & \Rightarrow 3-(a+b+c)^{2}+2(a+b+c) \geqslant 0 \\
& \Leftrightarrow \gamma^{2}-2 \gamma-3 \leqslant 0, \quad \text { where } \gamma:=a+b+c \\
& \Leftrightarrow(\gamma-3)(\gamma+1) \leqslant 0 \\
& \Leftrightarrow-1 \leqslant \gamma \leqslant 3 \\
& \Rightarrow a+b+c \geqslant-1 .
\end{aligned}
$$

Therefore, $X_{i j}+X_{i k}+X_{j k} \geqslant-1$ holds for $X$.
Since multiplication of row and column $i$ of $Z_{i, j, k}$ by -1 will not affect the positive semidefiniteness of $Z_{i, j, k}$, multiplying the two rows and two columns of $Z_{i, j, k}$ with indices $T(i, k)$ and $T(j, k)$ and applying the same argument to the resulting matrix, we obtain $X_{i j}-X_{i k}-X_{j k} \geqslant-1$. Similarly, the inequalities $-X_{i j}+X_{i k}-X_{j k} \geqslant-1$ and $-X_{i j}-X_{i k}+X_{j k} \geqslant-1$ also hold.

We have thus proved the following:
Corollary 3.2. $C_{n} \subseteq F_{n} \subseteq \mathscr{E}_{n} \cap M_{n}$.

In Section 3.1.2, we will prove that the inclusions are in fact strict for $n \geqslant 5$. However, because we do not have an explicit description of $F_{n}$, first we need to address the issue of testing for membership in $F_{n}$. This is the focus of the next section.

### 3.1.1. Testing for membership in $F_{n}$

The set $F_{n}$ is defined as the image of the feasible set of SDP3 under the linear mapping sMat applied to the first row of every feasible matrix in SDP3. It is not clear how to give an explicit description of $F_{n}$, but given $X \in \mathscr{S}^{n}$, the question of determining whether $X \in F_{n}$ can be expressed as:

Given $X \in \mathscr{S}^{n}$ satisfying $\operatorname{diag}(X)=e$, does there exist a matrix $Z$ feasible for SDP3 such that $\operatorname{sMat}\left(Z_{1: t(n), 0}\right)=X$ ?

In this question, only a subset of the elements of $Z$ are specified, namely the diagonal, the first row and column and the elements fixed by the rank-two constraints. The remaining elements are considered "free" and we ask whether it is possible to choose them in such a way that the resulting matrix $Z$ is positive semidefinite. This problem is an instance of the positive semidefinite matrix completion problem, which has been extensively studied (see e.g. $[25,39,35]$ ).

We can associate with the partial matrix $Z$ a finite undirected graph $G_{Z}=\left(V_{Z}, E_{Z}\right)$ as follows: let the vertex set be $V_{Z}:=\{0,1, \ldots, t(n)\}$ and let the edge set $E_{Z}$ contain the edge $(i, j)$ if and only if the entry $Z_{i, j}$ is fixed. Then $G_{Z}$ is said to be chordal if every cycle of length $\geqslant 4$ has a chord, i.e. an edge between two non-consecutive vertices. Grone et al. [25] showed that if the diagonal entries of $Z$ are specified and the principal minors composed of fixed entries are all non-negative, then, if the graph $G_{Z}$ is chordal, a positive semidefinite completion necessarily exists. In our case, however, it is easy to see that the graph $G_{Z}$ is not chordal for $n \geqslant 4$. It suffices to consider the cycle of length 4 depicted in Fig. 1; since $(T(i, j), T(k, l)) \notin E_{Z}$ and $(T(i, k), T(j, l)) \notin E_{Z}$, we see that the cycle has no chords. So we must follow a different approach.

Johnson et al. [36] present an interior-point method for finding an approximate completion, if a completion exists. We use this approach to test membership in $F_{n}$. Specifically, we proceed as follows: Given $X \in \mathscr{S}^{n}$ with $\operatorname{diag}(X)=e$, let $x=\operatorname{svec}(X)$ and let $A \in \mathscr{S}^{t(n)+1}$ be some matrix which satisfies $\operatorname{sMat}\left(A_{1: t(n), 0}\right)=X$ and furthermore satisfies all the constraints of SDP3, except (possibly) for the positive semidefiniteness


Fig. 1. A cycle of length 4 with no chord in the graph $G_{Z}$ of $Z$.
constraint. Define $H \in \mathscr{S}^{t(n)+1}$ to be the $\{0,1\}$-matrix satisfying $H_{i j}=0$ if $A_{i j}$ is "free", and $H_{i j}=1$ otherwise.

For example, if $X=\left(X_{i j}\right)$ is $3 \times 3$, one possible choice of $A$ is

$$
A=\left(\begin{array}{ccccccc}
1 & 1 & X_{12} & 1 & X_{13} & X_{23} & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
X_{12} & 0 & 1 & 0 & X_{23} & X_{13} & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
X_{13} & 0 & X_{23} & 0 & 1 & X_{12} & 0 \\
X_{23} & 0 & X_{13} & 0 & X_{12} & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right),
$$

where the "free" entries are filled with zeros. The corresponding matrix $H$ is

$$
H=\left(\begin{array}{lllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

To check whether $A$ has a positive semidefinite completion, we consider the problem

$$
\begin{aligned}
c^{*}= & \min \|H \circ(A-B)\|_{F}^{2} \\
& \text { s.t. } B \succcurlyeq 0
\end{aligned}
$$

and its dual

$$
\begin{aligned}
d^{*}=\max & \|H \circ(A-B)\|_{F}^{2}-\operatorname{trace} \Lambda B \\
\text { s.t. } & 2 H \circ H \circ(B-A)=\Lambda \\
& \Lambda \succcurlyeq 0,
\end{aligned}
$$

where $\|\cdot\|_{F}$ denotes the Frobenius matrix norm (see [36] for more details). Clearly if $c^{*}=0$, then the corresponding primal optimal solution $B^{*}$ is an exact positive semidefinite completion of $A$. On the other hand, if we find a pair $(\bar{B}, \bar{\Lambda})$ such that $\|H \circ(A-\bar{B})\|_{F}^{2}-\operatorname{trace} \bar{\Lambda} \bar{B}>0$, then because $c^{*} \geqslant d^{*}$ (by weak duality), it follows that $c^{*}>0$ and hence $A$ has no positive semidefinite completion.

Using this approach, we can find examples which prove that the inclusions in Corollary 3.2 are in fact strict for $n=5$, and hence for all $n \geqslant 5$.

### 3.1.2. Examples proving strict inclusions

In this section we prove that the inclusions in Corollary 3.2 are strict.

Example 3.1. Consider the matrix

$$
X=\left(\begin{array}{rrrrrr}
1 & -\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & 1 & -\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & -\frac{1}{4} & 1 & -\frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} & 1 & -\frac{1}{4} \\
-\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} & 1
\end{array}\right) .
$$

It is known that $X \notin C_{5}$ [42]. Applying the algorithm described in the previous section, we found a $16 \times 16$ matrix $B^{*}$ which is feasible for SDP3 and such that $\operatorname{sMat}\left(B_{0,1: 15}^{*}\right)=X$. The matrix $B^{*}$ is defined as

$$
\begin{aligned}
& B_{T(i, j), 0}^{*}= \begin{cases}1 & \text { if } i=j, \\
-\frac{1}{4} & \text { otherwise },\end{cases} \\
& B_{T(i, j), T(k, l)}^{*}= \begin{cases}1 & \text { if }(i, j)=(k, l), \\
\frac{3}{8} & \text { if }(i, j) \text { and }(k, l) \text { are disjoint, } \\
-\frac{1}{4} & \text { otherwise. }\end{cases}
\end{aligned}
$$

Hence, $X \in F_{5}$.
Example 3.2. Consider the matrix

$$
X=\left(\begin{array}{ccccc}
1 & -0.65 & -0.65 & -0.65 & 0.93 \\
-0.65 & 1 & 0.3 & 0.3 & -0.65 \\
-0.65 & 0.3 & 1 & 0.3 & -0.65 \\
-0.65 & 0.3 & 0.3 & 1 & -0.65 \\
0.93 & -0.65 & -0.65 & -0.65 & 1
\end{array}\right) .
$$

It is easy to check that $X \in \mathscr{E}_{5} \cap M_{5}$. Applying the algorithm described in the previous section, we found feasible matrices $\bar{B}$ and $\bar{\Lambda}$ for which the dual objective value is equal to $2.81 \times 10^{-4}>0$. Hence, $c^{*}>0$ and there is no matrix $B$ feasible for SDP3 such that $\operatorname{sMat}\left(B_{0,1: 15}\right)=X$. Hence, $X \notin F_{5}$. The matrices $\bar{B}$ and $\bar{\Lambda}$ can be found in the Technical Report [3] available on the Web site
http://orion.math.uwaterloo.ca/~ hwolkowi/henry/reports/ABSTRACTS.html

Hence, we have proved that
Theorem 3.2. $C_{n} \mp F_{n} \mp \mathscr{E}_{n} \cap M_{n}$ for $n \geqslant 5$.

## 4. Geometry of the strengthened relaxations

We now study the geometrical structure of the feasible sets of our relaxations. In this section we focus solely on the relaxation SDP3 but all the results can be extended easily to SDP2.

Let $\mathscr{Z}$ be the set of $Z \in \mathscr{S}^{t(n)+1}$ that are feasible for SDP3. Since $\mathscr{Z}$ has no strictly feasible points, we seek to express $\mathscr{Z}$ in a lower dimensional space. We now show that this can be done without losing the sparsity of the constraints.

From the direct second lifting Section 2.2, we know that the $2^{n-1}$ matrices

$$
Z_{v}:=\binom{1}{x_{v}}\binom{1}{x_{v}}^{\mathrm{T}}, \quad x_{v}:=\operatorname{svec}\left(v v^{\mathrm{T}}\right), \quad v \in \mathscr{V}:=\{ \pm 1\}^{n}
$$

all belong to $\mathscr{Z}$. Furthermore, since these are all the points we are interested in, we want to project the feasible set onto $\mathscr{F}$, the minimal face of the positive semidefinite cone (in $\mathscr{S}^{\not t(n)+1}$ ) s.t. $Z_{v} \in \mathscr{F} \forall v \in \mathscr{V}$.

Consider the barycenter of the set of points $Z_{v}$ :

$$
\hat{Z}:=2^{-n} \sum_{v \in \mathscr{V}} Z_{v} .
$$

By definition of $\mathscr{F}, \hat{Z} \in$ relint $\mathscr{F}$. Since $\mathscr{F}$ is a proper face, we can find a mapping from a lower dimensional positive semidefinite cone to $\mathscr{F}$. We construct this mapping using the results of the next theorem, which describes some of the structure of $\hat{Z}$.

Let $P_{i, j}$ denote the $(t(n)+1) \times(t(n)+1)$ permutation matrix equal to the identity matrix with the $i$ th and $j$ th columns permuted. We define the (permutation) matrix $P$ as the following product of permutation matrices:

$$
P:=P_{2, t(2)} P_{3, t(3)} \ldots P_{n, t(n)}
$$

Theorem 4.1. The following statements hold for the barycenter $\hat{Z}$ :

1. $\hat{Z}$ is a $\{0,1\}$-matrix and

$$
\hat{Z}_{i j}= \begin{cases}1 & \text { if } i=t(k), j=t(l), k, l \in\{1, \ldots, n\}, k \neq l, \\ 1 & \text { if } i=j \in\{0,1, \ldots, t(n)\}, \\ 0 & \text { elsewhere. }\end{cases}
$$

2. The rank of $\hat{Z}$ is $t(n-1)+1$ and the eigenvalues are $(n+1,1,0)$ with multiplicities $(1, t(n-1), n)$, respectively.
3. The null space and range space of $\hat{Z}$ are

$$
\mathscr{N}(\hat{Z})=\mathscr{R}\left(P\left[\begin{array}{l}
V \\
0
\end{array}\right]\right)
$$

and

$$
\mathscr{R}(\hat{Z})=\mathscr{R}\left(P\left[\begin{array}{cc}
e & 0 \\
0 & I_{t(n-1)}
\end{array}\right]\right)
$$

respectively, where $V \in \mathfrak{R}^{(n+1) \times n}$ is any matrix s.t. [e V] is an orthogonal matrix.
Proof. 1. Let $v \in \mathscr{V}$ and consider $Z_{v}$. The elements of $x_{v}$ have the form $\left(x_{v}\right)_{j}=v_{\alpha} v_{\beta}$, where $j=t(\beta-1)+\alpha$ for $\alpha, \beta \in\{1, \ldots, n\}, \alpha \neq \beta$, and furthermore

$$
\left(x_{v}\right)_{j}= \begin{cases}1 & \text { if } v_{\alpha}=v_{\beta} \\ -1 & \text { otherwise }\end{cases}
$$

First consider the case when $\alpha=\beta=k$; here $j=t(k)$ and it is clear that $\left(x_{v}\right)_{t(k)}=1$, $k=1, \ldots, n$. This holds independently of the choice of $v$ so we may conclude that

$$
\begin{equation*}
\binom{1}{x_{v}}_{t(k)}=1, \quad k=0, \ldots, n \quad \forall v \in \mathscr{V} . \tag{4.1}
\end{equation*}
$$

Now suppose $\alpha \neq \beta$; then $v_{\alpha}=v_{\beta}$ for exactly $2^{n-1}$ elements of $\mathscr{V}$ and $v_{\alpha} \neq v_{\beta}$ for the other $2^{n-1}$ choices of $v$. Hence,

$$
\begin{equation*}
\sum_{v \in \mathscr{V}}\left(x_{v}\right)_{j}=0 \quad \forall j \notin\{t(0), \ldots, t(n)\} . \tag{4.2}
\end{equation*}
$$

Eqs. (4.1) and (4.2) together imply that the 0 th column of $\hat{Z}$ equals $\sum_{k=0}^{n} e_{t(k)}$, i.e.

$$
\hat{Z}_{i, 0}=\left\{\begin{array}{l}
1 \text { if } i \in\{t(0), \ldots, t(n)\}, \\
0 \text { otherwise. }
\end{array}\right.
$$

By symmetry of $\hat{Z}, \hat{Z}_{0, j}=\hat{Z}_{j, 0}$, so it remains to examine $\hat{Z}_{i, j}$ for $i, j=1, \ldots, t(n)$.
The remaining $t(n)$ columns of $\hat{Z}$ are

$$
\hat{Z}_{:, j}=2^{-n} \sum_{v \in \mathscr{V}}\left(x_{v}\right)_{j}\binom{1}{x_{v}}
$$

for $j=1, \ldots, t(n)$. If $i=j$ then $\hat{Z}_{i, i}=2^{-n} \sum_{v \in \mathscr{V}}\left(x_{v}\right)_{i}^{2}=1$, so we now suppose $i \neq j$.
If $i=t(k)$ and $j=t(l)$ for some $k, l \in\{1, \ldots, n\}, k \neq l$, then

$$
\hat{Z}_{i, j}=2^{-n} \sum_{v \in \mathscr{Y}}\left(x_{v}\right)_{t(k)}\left(x_{v}\right)_{t(l)}=1
$$

using (4.1).
If $i \neq t(k), \forall k$ but $j=t(l)$, then

$$
\hat{Z}_{i, j}=2^{-n} \sum_{v \in \mathscr{V}}\left(x_{v}\right)_{i}=1
$$

using (4.1) and (4.2). The case $i=t(k)$ but $j \neq t(l) \forall l$ is handled similarly.
Finally, if $i \neq t(k) \forall k$, and $j \neq t(l) \forall l$, then we need only observe that $\left(\left(x_{v}\right)_{i},\left(x_{v}\right)_{j}\right)=$ $(1,1)$ in exactly $2^{n-2}$ elements of $\mathscr{V}$, and the same count also holds for each of the combinations $(1,-1),(-1,1),(-1,-1)$. Thus, $\sum_{v \in \mathscr{V}}\left(x_{v}\right)_{i}\left(x_{v}\right)_{j}=0$. Hence $\hat{Z}_{i, j}=0$.
2. Define

$$
\hat{Z}_{P}:=P^{\mathrm{T}} \hat{Z} P=\left[\begin{array}{cc}
E & 0 \\
0 & I_{t(n)-n}
\end{array}\right] \in \mathscr{S}^{(t(n)+1) \times(t(n)+1)} .
$$

Since this is a similarity transformation, $\hat{Z}$ and $\hat{Z}_{P}$ have exactly the same eigenvalues and it suffices to prove the result for $\hat{Z}_{P}$. Also, $\hat{Z}_{P}$ is block diagonal, so its eigenvalues are those of the blocks. The lower block has the eigenvalue 1 with multiplicity $t(n)-$ $n=t(n-1)$ (we have the set of standard eigenvectors $\left.e_{n+1}, \ldots, e_{t(n)}\right)$. The upper block is clearly rank- 1 ; since

$$
\hat{Z}_{P}\binom{e}{0}=(n+1)\binom{e}{0}
$$

$n+1$ is its only non-zero eigenvalue. For $V$ as in the statement of the theorem, $\hat{Z}_{P}\binom{V}{0}=0$. So the columns of $V$ (extended with zeros) give a set of eigenvectors for the zero eigenvalue, which has multiplicity $n$.
3. The result follows by the similarity of $\hat{Z}$ and $\hat{Z}_{P}$ and the proof of the previous part of the theorem.

Now define the matrix

$$
W:=P\left[\begin{array}{cc}
e & 0 \\
0 & I_{t(n-1)}
\end{array}\right] \in \mathfrak{R}^{(t(n)+1) \times(t(n-1)+1)}
$$

with $e \in \mathfrak{R}^{n+1}$. Then $\mathscr{R}(\hat{Z})=\mathscr{R}(W)$ and $W$ provides a mapping from $\mathscr{S}^{t(n)+1}$ to the minimal face $\mathscr{F}$ : if $Z \in \mathscr{F}, Z=W Z_{P} W^{\mathrm{T}}$ for $Z_{P} \in \mathscr{S}^{t(n-1)+1}$, and we require $Z_{P} \succcurlyeq 0$ to stay in the positive semidefinite cone of the lower dimensional space.

The projected version of SDP3 is thus

$$
\begin{aligned}
v_{3}^{*}=\max & \operatorname{trace}\left(W^{\mathrm{T}} H_{Q} W\right) Z_{P} \\
\text { s.t. } & \operatorname{trace}\left(W^{\mathrm{T}} E_{i i} W\right) Z_{P}=1, \quad i=0, \ldots, t(n), \\
& \operatorname{trace}\left(W^{\mathrm{T}} E_{0, t(i)} W\right) Z_{P}=1, \quad i=1, \ldots, n, \\
& \operatorname{trace}\left(W^{\mathrm{T}}\left(E_{0, T(i, j)}-E_{T(i, k), T(k, j)}\right) W\right) Z_{P}=0 \forall k \quad \forall 1 \leqslant i<j \leqslant n, \\
& Z_{P} \succcurlyeq 0, \quad Z_{P} \in \mathscr{S}^{t(n-1)+1},
\end{aligned}
$$

where $E_{i j}:=\frac{1}{2}\left(e_{i} e_{j}^{\mathrm{T}}+e_{j} e_{i}^{\mathrm{T}}\right)$.
It remains to remove all the redundant constraints in this problem.
Let $w_{i}$ denote the $i$ th column of $W^{\mathrm{T}}$. The construction of $W$ implies $w_{0}^{\mathrm{T}}=w_{t(i)}^{\mathrm{T}}=e_{0}^{\mathrm{T}}$ $\forall i \in\{1, \ldots, n\}$, and the remaining columns of $W$ :

$$
\left\{w_{T(i, j)}^{\mathrm{T}}: i, j \in\{1, \ldots, n\}, i<j\right\}=\left\{e_{1}^{\mathrm{T}}, e_{2}^{\mathrm{T}}, \ldots, e_{t(n-1)}^{\mathrm{T}}\right\}
$$

form a linearly independent set. (Together with $w_{0}^{\mathrm{T}}$, they form a basis for $\mathfrak{R}^{\ell(n-1)+1}$.) Now, since $W^{\mathrm{T}} E_{i i} W=w_{i} w_{i}^{\mathrm{T}}$ and $W^{\mathrm{T}} E_{0, t(i)} W=\frac{1}{2}\left(w_{0} w_{t(i)}^{\mathrm{T}}+w_{t(i)}^{\mathrm{T}} w_{0}^{\mathrm{T}}\right)$, we have

$$
W^{\mathrm{T}} E_{t(i), t(i)} W=w_{0} w_{0}^{\mathrm{T}}=W^{\mathrm{T}} E_{00} W \quad \forall i \in\{1, \ldots, n\}
$$

and

$$
W^{\mathrm{T}} E_{0, t(i)} W=w_{0} w_{0}^{\mathrm{T}}=W^{\mathrm{T}} E_{00} W \quad \forall i \in\{1, \ldots, n\} .
$$

Furthermore,

$$
\begin{aligned}
& W^{\mathrm{T}}\left(E_{0, T(i, j)}-E_{T(i, k), T(k, j)}\right) W \\
& \quad=\frac{1}{2}\left\{w_{0} w_{T(i, j)}^{\mathrm{T}}+w_{T(i, j)} w_{0}^{\mathrm{T}}-w_{T(i, k)} w_{T(k, j)}^{\mathrm{T}}-w_{T(k, j)} w_{T(i, k)}^{\mathrm{T}}\right\},
\end{aligned}
$$

therefore if $k=i$ or $j$ then $w_{T(i, k)}=w_{0}$ or $w_{T(k, j)}=w_{0}$, respectively, so $W^{\mathrm{T}}\left(E_{0, T(i, j)}-\right.$ $\left.E_{T(i, k), T(k, j)}\right) W=0$ and the corresponding constraint is redundant. Removing all these
redundant constraints, we obtain $\mathrm{SDP}_{\mathrm{p}}$ :

$$
\begin{gathered}
\left(\mathrm{SDP}_{\mathrm{P}}\right) v_{3}^{*}=\quad \max \operatorname{trace}\left(W^{\mathrm{T}} H_{Q} W\right) Z_{P} \\
\text { s.t. } \quad \operatorname{trace}\left(W^{\mathrm{T}} E_{i i} W\right) Z_{P}=1, \\
\quad i \in\{0,1, \ldots, t(n)\} \backslash\{t(1), \ldots, t(n)\} \\
\operatorname{trace}\left(W^{\mathrm{T}}\left(E_{0, T(i, j)}-E_{T(i, k), T(k, j)}\right) W\right) Z_{P}=0 \\
\forall k \notin\{i, j\}, \quad \forall 1 \leqslant i<j \leqslant n \\
Z_{P} \succcurlyeq 0, \quad Z_{P} \in \mathscr{S}^{t(n-1)+1}
\end{gathered}
$$

It is straightforward to check that all the remaining constraints are linearly independent. Moreover, we prove that Slater's constraint qualification holds for $\mathrm{SDP}_{\mathrm{P}}$. This implies that the optimal values of $\mathrm{SDP}_{\mathrm{P}}$ and its dual are equal and we can use a primal-dual interior-point algorithm.

First we simplify our notation. We have the following primal-dual pair:
$\left(\mathrm{SDP}_{\mathrm{P}}\right)$ max trace $C Z$
s.t. $\operatorname{diag} Z=e$,
$\operatorname{trace} A_{i j k} Z=0 \quad \forall(i, j, k) \in \mathscr{J}$,

$$
Z \succcurlyeq 0, \quad Z \in \mathscr{S}^{t(n-1)+1}
$$

$\left(\mathrm{DSDP}_{\mathrm{P}}\right) \min \sum_{i=1}^{t(n-1)+1} x_{i}$
s.t. $\quad S=\operatorname{Diag}(x)+\sum_{(i, j, k) \in \mathscr{J}} y_{i j k} A_{i j k}-C$,
$S \succcurlyeq 0$,
$x \in \mathfrak{R}^{t(n-1)+1}, \quad y \in \mathfrak{R}^{(n-2) \cdot t(n-1)}$,
where

$$
\begin{aligned}
& \mathscr{J}:=\{(i, j, k): i, j \in\{1, \ldots, n\}, i<j, k \notin\{i, j\}\}, \\
& A_{i j k}:=W^{\mathrm{T}}\left(E_{0, T(i, j)}-E_{T(i, k), T(k, j)}\right) W \quad \forall(i, j, k) \in \mathscr{J}
\end{aligned}
$$

and

$$
C:=W^{\mathrm{T}} H_{Q} W
$$

Lemma 4.1. Slater's constraint qualification holds for $\mathrm{SDP}_{\mathrm{P}}$.
Proof. We consider the matrix $\tilde{Z}:=I_{t(n-1)+1}$. Since $\tilde{Z} \succ 0$, we only need to verify that it satisfies the equality constraints.

Clearly, $\operatorname{diag} \tilde{Z}=e$. Now observe that

$$
\begin{aligned}
W W^{\mathrm{T}} & =P\left[\begin{array}{cc}
e & 0 \\
0 & I_{t(n-1)}
\end{array}\right]\left[\begin{array}{cc}
e^{\mathrm{T}} & 0 \\
0 & I_{t(n-1)}
\end{array}\right] P^{\mathrm{T}} \\
& =P\left[\begin{array}{cc}
E & 0 \\
0 & I_{t(n-1)}
\end{array}\right] P^{\mathrm{T}}
\end{aligned}
$$

$$
\begin{aligned}
& =P \hat{Z}_{P} P^{\mathrm{T}} \\
& =\hat{Z},
\end{aligned}
$$

where $\hat{Z}_{P}$ is the matrix defined in the proof of Theorem 4.1.
Using this observation, the second set of equality constraints for $\tilde{Z}$ may be written as

$$
\operatorname{trace}\left(E_{0, T(i, j)}-E_{T(i, k), T(k, j)}\right) \hat{Z}=0 \quad \forall(i, j, k) \in \mathscr{J}
$$

and these equalities hold because

$$
\operatorname{trace}\left(E_{0, T(i, j)}-E_{T(i, k), T(k, j)}\right) \hat{Z}=0 \Leftrightarrow \hat{Z}_{0, T(i, j)}=\hat{Z}_{T(i, k), T(k, j)}
$$

and by Theorem 4.1(1) both entries of $\hat{Z}$ involved are zero.
It is straightforward to prove that the same is true for the dual problem.
Lemma 4.2. Slater's constraint qualification holds for $\mathrm{DSDP}_{\mathrm{p}}$.
Proof. Choosing $\tilde{y}_{i j k}:=0 \forall(i, j, k) \in \mathscr{J}$ and $\tilde{x}_{i}:=\|\operatorname{dsvec}(Q)\|_{1}+1 \forall i=1, \ldots, t(n-1)+1$, the corresponding dual (slack) variable is

$$
\tilde{S}=\left(\|\operatorname{dsvec}(Q)\|_{1}+1\right) I_{t(n-1)+1}-C
$$

which is strictly diagonally dominant and has all its diagonal entries positive. Hence $\tilde{S}$ is positive definite.

All the results in this section extend to the relaxation SDP2. The corresponding projected problem is

$$
\begin{aligned}
\left(\mathrm{SDP}_{\mathrm{P}}\right) v_{2}^{*}= & \max \\
& \operatorname{trace} C Y_{P} \\
\text { s.t. } & \operatorname{diag} Y_{P}=e, \\
& \operatorname{trace}\left(W^{\mathrm{T}} R_{i j} W\right) Y_{P}=0 \quad \forall 1 \leqslant i<j \leqslant n, \\
& Y_{P} \geqslant 0, \quad Y_{P} \in \mathscr{S}^{t(n-1)+1},
\end{aligned}
$$

where

$$
R_{i j}:=n E_{0, T(i, j)}-\sum_{k=1}^{n} E_{T(i, k), T(k, j)} .
$$

## 5. Numerical comparison of the relaxations

The relaxations $\mathrm{SDP} 1, \mathrm{SDP}_{2}$ and $\mathrm{SDP}_{\mathrm{P}}$ were compared for several interesting problems using the software package $\operatorname{SDP}_{\text {Pack }}$ (version 0.9 Beta) [1]. For completeness we also solved the metric polytope relaxation:

$$
\begin{aligned}
& \max \operatorname{trace} Q X \\
& \text { s.t. } \quad X \in M_{n} .
\end{aligned}
$$

This relaxation is easily formulated as an LP and we solved it using the Matlab solver LINPROG. The results are summarized in Table 1. A relative error equal to zero means

Table 1
Numerical comparison of all MC relaxations for selected test problems

| Graph | $\mu^{*}$ | SDP1 bound | SDP2P bound | $M_{n}$ bound | $\mathscr{E}_{n} \cap M_{n}$ bound | SDP3p bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{5}$ | 4 | $\begin{aligned} & 4.5225 \\ & \rho=0.8845 \\ & \text { R.E.: } 13.06 \% \end{aligned}$ | $\begin{aligned} & 4.2889 \\ & \rho=0.9326 \\ & \text { R.E.: } 7.22 \% \end{aligned}$ | $\begin{aligned} & 4.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ | $\begin{aligned} & 4.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ | $\begin{aligned} & 4.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ |
| $K_{5} \backslash e$ | 6 | $\begin{aligned} & 6.2500 \\ & \rho=0.9600 \end{aligned}$ R.E.: 4.17\% | $\begin{aligned} & 6.1160 \\ & \rho=0.9810 \\ & \text { R.E.: } 1.93 \% \end{aligned}$ | $\begin{aligned} & 6.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ | $\begin{aligned} & 6.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ | $\begin{aligned} & 6.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ |
| $K_{5}$ | 6 | $\begin{aligned} & 6.2500 \\ & \rho=0.9600 \end{aligned}$ <br> R.E.: 4.17\% | $\begin{aligned} & 6.2500 \\ & \rho=0.9600 \\ & \text { R.E.: } 4.17 \% \end{aligned}$ | $\begin{aligned} & 6.6667 \\ & \rho=0.9000 \\ & \text { R.E.: } 11.11 \% \end{aligned}$ | $\begin{aligned} & 6.2500 \\ & \rho=0.9600 \\ & \text { R.E.: } 4.17 \% \end{aligned}$ | $\begin{aligned} & 6.2500 \\ & \rho=0.9600 \end{aligned}$ R.E.: 4.17\% |
| Given <br> by $A(G)$ $(n=5)$ | 9.28 | $\begin{aligned} & 9.6040 \\ & \rho=0.9663 \end{aligned}$ $\text { R.E.: } 3.49 \%$ | $\begin{aligned} & 9.4056 \\ & \rho=0.9866 \\ & \text { R.E.: } 1.35 \% \end{aligned}$ | $\begin{aligned} & 9.3867 \\ & \rho=0.9886 \end{aligned}$ $\text { R.E.: } 1.15 \%$ | $\begin{aligned} & 9.2961 \\ & \rho=0.9983 \\ & \text { R.E.: } 0.17 \% \end{aligned}$ | $\begin{aligned} & 9.2800 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ |
| $\mathrm{AW}_{9}{ }^{2}$ | 12 | $\begin{aligned} & 13.5 \\ & \rho=0.8889 \\ & \text { R.E.: } 12.50 \% \end{aligned}$ | $\begin{aligned} & 12.9827 \\ & \rho=0.9243 \\ & \text { R.E.: } 8.19 \% \end{aligned}$ | $\begin{aligned} & 12.8571 \\ & \rho=0.9333 \\ & \text { R.E.: } 7.14 \% \end{aligned}$ | $\begin{aligned} & 12.6114 \\ & \rho=0.9515 \\ & \text { R.E.: } 5.10 \% \end{aligned}$ | $\begin{aligned} & 12.4967 \\ & \rho=0.9603 \\ & \text { R.E.: } 4.14 \% \end{aligned}$ |
| Pet. $(n=10)$ | 12 | $\begin{aligned} & 12.5 \\ & \rho=0.9600 \end{aligned}$ R.E.: 4.17\% | $\begin{aligned} & 12.3781 \\ & \rho=0.9695 \\ & \text { R.E.: } 3.15 \% \end{aligned}$ | $\begin{aligned} & 12.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ | $\begin{aligned} & 12.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ | $\begin{aligned} & 12.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 0 \% \end{aligned}$ |
| Given in [3] ( $n=12$ ) | 88 | $\begin{aligned} & 90.3919 \\ & \rho=0.9735 \\ & \text { R.E.: } 2.72 \% \end{aligned}$ | $\begin{aligned} & 89.5733 \\ & \rho=0.9824 \\ & \text { R.E.: } 1.79 \% \end{aligned}$ | $\begin{aligned} & 89.3333 \\ & \rho=0.9851 \\ & \text { R.E.: } 1.52 \% \end{aligned}$ | $\begin{aligned} & 88.0029 \\ & \rho=1.0000 \\ & \text { R.E.: } 3.3 E-5 \end{aligned}$ | $\begin{aligned} & 88.0000 \\ & \rho=1.0000 \\ & \text { R.E.: } 9.9 E-7 \end{aligned}$ |

that the relative error was below $10^{-11}$. The value $\rho$ equals the value of the optimal cut divided by the bound, and R.E. denotes the relative error with respect to the optimal cut. The test problems in Table 1 are as follows:

1. The first line of results corresponds to solving the three SDP relaxations for a 5-cycle with unit edge-weights.
2. The second line corresponds to the complete graph on 5 vertices with unit edgeweights on all edges except one, which is assigned weight zero.
3. The third line corresponds to the complete graph on 5 vertices with unit edgeweights. In this example, none of the four SDP relaxations attains the MC optimal value, and in fact they are not numerically distinguishable. Only the polyhedral relaxation $M_{n}$ gives a noticeably weaker bound.
4. The fourth line corresponds to the graph defined by the weighted adjacency matrix

$$
A(G)=\left(\begin{array}{ccccc}
0 & 1.52 & 1.52 & 1.52 & 0.16 \\
1.52 & 0 & 1.60 & 1.60 & 1.52 \\
1.52 & 1.60 & 0 & 1.60 & 1.52 \\
1.52 & 1.60 & 1.60 & 0 & 1.52 \\
0.16 & 1.52 & 1.52 & 1.52 & 0
\end{array}\right) .
$$



Fig. 2. Antiweb $\mathrm{AW}_{9}^{2}$.

This problem is interesting because it shows a significant difference between SDP3 $_{P}$ and all the other relaxations; in this case, $\mathrm{SDP}_{\mathrm{P}}$ is the only relaxation that attains the MC optimal value.
5. The fifth line corresponds to the graph in Fig. 2 with unit edge weights. ${ }^{5}$ This graph is the antiweb $\mathrm{AW}_{9}^{2}$ and it is interesting that on this example, unlike for the $K_{5}$ with unit edge weights, $\mathrm{SDP}_{3}$ p performs better than the SDP1 relaxation with all the triangle inequalities included.
6. The last two lines correspond to slightly larger graphs. The first one has 10 vertices; it is the Petersen graph with unit edge-weights. The second one is a graph with 12 vertices that gives slightly different results for each relaxation; its weighted adjacency matrix can be found in [3].
The numerical results of Table 1 cover only small problems. This is because solving the relaxations $\mathrm{SDP}_{\mathrm{P}}$ and $\mathrm{SDP}_{3}$ p using SDPpack becomes extremely time-consuming and requires large amounts of memory even for moderate values of $n$. To verify the behaviour of the relaxations on larger problems, we considered two other SDP packages. One was CSDP (version 2.3), a C implementation of an interior-point method developed by Borchers $[13,14]$ and accessible via the NEOS Server for Optimization at http://www-neos.mcs.anl.gov. The second package was SBmethod, a C++ implementation of the spectral bundle method developed by Helmberg [32,29,28]. Using these packages, we obtained the results presented in Table 2.

The bound SDP1 is known to be excellent both theoretically ( $\rho \geqslant 0.878$ [23]) and empirically ( $\rho \cong 0.97$, see e.g. [33]). Nonetheless, our numerical experiments to date suggest that $\mathrm{SDP}_{\mathrm{P}}$ and $\mathrm{SDP}_{\mathrm{P}}$ consistently yield a strict improvement over SDP1, and that on randomly generated test problems (with non-negative integer weights),
the $\mathrm{SDP}_{\mathrm{P}}$ relaxation often yields the optimal value of MC.
It is also important to note that the constraints of both relaxations are sparse and their sparsity increases rapidly with $n$. This special structure has not yet been exploited.
Finally, we note that the direct lifting approach in Section 2.2 shows that the strengthened relaxations SDP2 and SDP3 also provide bounds for quartic Max-Cut

[^3]Table 2
Numerical comparison of $\operatorname{SDP} 1, \mathrm{SDP}_{2}$ and $\mathrm{SDP}_{\mathrm{P}}$ on randomly generated graphs with non-negative edge weights

| Number of vertices | $\mu^{*}$ | SDP1 bound | SDP2 ${ }_{\text {P }}$ bound | SDP3p bound |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 648 | 666.428 | 656.8020 | 648.000 |
|  |  | $\rho=0.9723$ | $\rho=0.9866$ | $\rho=1.0000$ |
|  |  | R.E.: $2.84 \%$ | R.E.: $1.36 \%$ | R.E.: 0\% |
| 11 | 1060 | 1084.345 | 1072.352 | 1060.000 |
|  |  | $\rho=0.9775$ | $\rho=0.9885$ | $\rho=1.0000$ |
|  |  | R.E.: $2.30 \%$ | R.E.: $1.17 \%$ | R.E.: 0\% |
| 15 | 2290 | 2317.354 | 2301.634 | 2290.000 |
|  |  | $\rho=0.9882$ | $\rho=0.9949$ | $\rho=1.0000$ |
|  |  | R.E.: 1.19\% | R.E.: $0.51 \%$ | R.E.: 0\% |
| 16 | 2270 | 2318.867 | 2300.354 | 2270.000 |
|  |  | $\rho=0.9789$ | $\rho=0.9868$ | $\rho=1.0000$ |
|  |  | R.E.: $2.15 \%$ | R.E.: $1.34 \%$ | R.E.: 0\% |
| 25 | 380 | 385.4737 | 383.6503 | 380.000 |
|  |  | $\rho=0.9858$ | $\rho=0.9905$ | $\rho=1.0000$ |
|  |  | R.E.: 1.44\% | R.E.: $0.96 \%$ | R.E.: 0\% |
| 30 | 1705.5 | 1751.600 | 1743.205 | 1705.578 |
|  |  | $\rho=0.9737$ | $\rho=0.9784$ | $\rho=1.0000$ |
|  |  | R.E.: $2.70 \%$ | R.E.: $2.21 \%$ | R.E.: $4.6 E-5$ |
| 33 | 1888.5 | 1932.968 | 1926.119 | 1888.564 |
|  |  | $\rho=0.9770$ | $\rho=0.9805$ | $\rho=1.0000$ |
|  |  | R.E.: $2.35 \%$ | R.E.: $1.99 \%$ | R.E.: $3.4 E-5$ |
| 36 | 27108.55 | 28305.28 | 27944.30 | 27108.81 |
|  |  | $\rho=0.9577$ | $\rho=0.9701$ | $\rho=1.0000$ |
|  |  | R.E.: 4.41\% | R.E.: $3.08 \%$ | R.E.: $9.8 E-6$ |

problems, i.e. problems of the form:

$$
\begin{array}{ll}
\max & \sum_{1 \leqslant i<j<k<l \leqslant n} H_{T(i, j), T(k, l)} v_{i} v_{j} v_{k} v_{l}+\sum_{1 \leqslant i<j \leqslant n} H_{0, T(i, j)} v_{i} v_{j} \\
\text { s.t. } & v_{i}^{2}=1, \quad i=1, \ldots, n .
\end{array}
$$

Further research on such problems may prove the computational effort involved in solving the relaxations to be worthwhile.

## 6. Conclusion

We have presented two strengthened semidefinite programming relaxations for the Max-Cut problem and proved several interesting properties of these relaxations. In particular, we proved that the tighter of these two relaxations corresponds to a relaxation
of the cut polytope that is strictly contained in the intersection of the elliptope and the metric polytope. Our results illustrate the strength and flexibility of Lagrangian relaxation for obtaining a variety of SDP relaxations with different properties.

We also addressed some practical issues in the solution of these SDP relaxations. Preliminary numerical results show a strict improvement over the Goemans-Williamson relaxation, and show the tighter relaxation often yielding the optimal value of Max-Cut for randomly generated test problems. Although these relaxations have many variables and linear constraints, current research efforts promise to yield efficient methods for solving them.
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