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1 Introduction31

Consider an undirected graph, G = (V,E), with vertex set, V = {1, . . . , n}, and index set, E ⊆ {ij :32

i ≤ j}. The classical positive semidefinite (PSD) completion problem begins with a given partial33

symmetric matrix X ∈ Sn, where Xij = aij ,∀ij ∈ E and attempts to find the missing entries from34

the data a ∈ RE so that X is PSD. One of the problems in [8] answers the question of when the35

projection of the PSD cone Sn+ onto the matrix entries indexed by E is closed, i.e., when the set36

of coordinate shadows, P(Sn+ ), is closed. In this paper we add an additional rank restriction and37

ask the following.38

Question 1.1. When is the projection of the (generally nonconvex) cone of PSD matrices of rank39

at most r, P(Snr+), closed?40

Such questions arise for example in constraint qualifications for guaranteeing strong duality. It41

is also closely related to the closedness of the sum of sets. See e.g., [1, 3, 8, 10]. In addition, the42

projection P(Snr+) is exactly the data set determining the feasibility of the rank restricted PSD43

completion problem, e.g., [4, 12].44

The paper is organized as follows. We continue with the background and some preliminary45

results in the remainder of this section. We then show that we can restrict our attention to the46

connected components of the graphs in Section 2. Specific cases for closure and failure of closure47

are given in Section 3. In particular we show the importance of bipartite graphs. The concluding48

Section 4 contains a summary of the results and some open questions and conjectures.49

1.1 Background50

We work in the space of n× n, n ≥ 2, real symmetric matrices, Sn, equipped with the trace inner51

product 〈A,B〉 = traceAB, ∀A,B ∈ Sn. We denote the closed convex cone of PSD matrices, Sn+ .52

We focus on the generally nonconvex cone of PSD matrices of rank at most r, Snr+. We allow for self-53

loops in the undirected graph, G = (V,E), and denote L = {i : ii ∈ E} with the complement Lc. A54

partial symmetric matrix X ∈ Sn is is called a partial PSD matrix if all the principal submatrices55

formed by known entries are PSD. The PSD matrix completion problem with rank restriction at56

most r can be stated as completing the partial PSD matrix X to a positive semidefinite matrix57

such that the rank of the completion is at most r. We assume that 1 ≤ r ≤ n.58

Our work extends the following.59

Theorem 1.1 ( [8]). P(Sn
+) is closed if and only if L,Lc are disconnected.60

1.2 Preliminary Results61

We first add the following related result.62

Theorem 1.2 ( [2, Thm 1.1], [9], [6, Sect. 31.5]). Let A ⊂ Sn be an affine subspace such that the63

intersection A ∩ Sn+ is non-empty and codim(A) ≤
(
r + 2

2

)
− 1 for some non-negative integer r.64

Then there is a matrix X ∈ A ∩ Sn+ such that rank(X) ≤ r.65
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We now note the following two results that follow from the above two theorems.66

Corollary 1.1. Let

t =

⌈
−3

2
+

√
9 + 8|E|

2

⌉
. (1.1)

Then t ≤ n− 1 and(
P(Snr+) is closed for r = t, t+ 1, . . . , n

)
⇐⇒

(
L and Lc are disconnected

)
.

Proof. Necessity follows from the Theorem 1.1 if we fix r = n.67

For sufficiency first note that Theorem 1.1 implies P(Sn+ ) is closed. Moreover, the closure holds68

if |L| = n, since any sequence of partial PSD matrices ai → a with P(Xi) = ai, Xi ∈ P(Snn−1+)69

means that the diagonal elements converge and so we can assume that Xi → X̄ � 0. The rank70

result now follows from lower semi-continuity of the rank function. Therefore, we can assume that71

Lc 6= ∅.72

Now suppose that r = n−1 and consider a sequence of partial PSD matrices ai → a and suppose
that P(Xi) = ai, Xi ∈ P(Snn−1+). Then there exists X̄ � 0,P(X̄) = a. If rank(X̄) ≤ n − 1 then
we are done. If rank(X̄) = n, then we can consider the positive semidefinite completion problem,
(PSDC),

(PSDC) min trace(CX) s.t. X � 0, Xij = aij , ∀ij ∈ E. (1.2)

This program has a feasible solution X̄ � 0 that is not unique since we have Lc 6= ∅. Therefore we73

can move in the direction X̄+αD,α ∈ R, for some 0 6= D ∈ Sn. This means that X̄+αD /∈ Sn+ , for74

some α ∈ R, and on the line segment [X̄, X̄+αD] we can find a singular feasible point X̄+ ᾱD � 0,75

for some ᾱ ∈ R. The closure follows since feasibility means P(X̄ + ᾱD) = a.76

The key to the sufficiency proof above was in finding a feasible SDP completion with the lower
rank. We do this by applying Theorem 1.2. The codimension for a completion problem is exactly
|E|, the number of constraints or elements that are fixed. Therefore, we have |E| ≤ (t+2)(t+1)

2 − 1
which is equivalent to 2|E|+ 2 ≤ t2 + 3t+ 2. The only non-negative root for this quadratic yields
the smallest nonnegative integer

t =

⌈
−3

2
+

√
9 + 8|E|

2

⌉
.

We can combine this with the result for n− 1 and obtain a feasible solution X, a completion, with
rank at most t, i.e.,

X ∈ P(Snt+), P(X) = a.

77

Corollary 1.2. Suppose that |E| < 1
2(t2 + 3t)

(
=

(
t+ 2

2

)
− 1

)
, t < n. Then

(
P(Snr+) is closed for r = t, t+ 1, . . . , n

)
⇐⇒

(
L and Lc are disconnected

)
.

Proof. We just square both sides in (1.1).78

Corollary 1.3. Let L and Lc be connected. Then P(Snr+) is not closed.79
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Proof. The proof is similar to the general case in [8]. We include it for completeness. Without loss80

of generality, we can assume that 1 ∈ L, 2 ∈ Lc and 12 ∈ E. Taking a sequence of partial matrices81

ai with ai11 = 1
i , a

i
12 = 1 and all other entries of ai = 0. Then we have a sequence of matrices and82

images83

Xi =


1
i 1 0 . . .
1 ? 0 . . .
0 0 0 . . .
...

...
...

. . .

 ∈ Snr+, P(Xi) = ai.84

This sequence of matrices is always rank one completable with X22 = i. (And thus is rank at85

most r completable.) Therefore ai ∈ P(Snr+). But ai −→
i→∞

ā with ā11 = 0. This is not PSD86

completable.87

Following Corollaries 1.1 and 1.3 we can add the following.88

Assumption 1.1. In the remainder of this paper we assume that L and Lc are disconnected in the
undirected graph G = (V,E) and

1 ≤ r <

⌈
−3

2
+

√
9 + 8|E|

2

⌉
(≤ (n− 1)) .

2 Partitioned Graphs89

We now get a rather nice result for closure that allows us to assume, without loss of generality,90

that our graphs are composed of two connected components. As an illustration, we first show the91

following.92

Proposition 2.1. Suppose X =

[
A ?
? B

]
is a partial PSD matrix, i.e., both A and B are PSD

matrices. Then the minimum rank PSD completion of X, denoted X̄, has

rank(X̄) = max{rank(A), rank(B)}.

Moreover, the maximum rank PSD completion has rank given by the sum, rank(A) + rank(B).93

Proof. We use the unique PSD square roots of A,B and get the completion with the correct rank

X̄ =

[
A1/2

B1/2

] [
A1/2

B1/2

]T
� 0,

i.e.,we get rank(X̄) = rank

([
A1/2

B1/2

])
.94

The maximum rank completion is obtained by using zeros in the off-diagonal blocks.95

Theorem 2.1. Let {Hi}ki=1 be a partition of V ,

H1, . . . ,Hk ⊆ V, ∪ki=1Hi = V, Hi ∩Hj = ∅, ∀i 6= j, ni := |Hi|, i = 1, . . . , k.

Then the projection P(Snr+) is closed if, and only if, the restricted projections to each component96

PHi(S
ni
r+) is closed for all i = 1, . . . , k.97
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Proof. Necessity follows by considering the case of setting all the elements in all the components98

but one to zeros.99

For sufficiency we consider the sequence with convergent projections

Xj =

 Xj
11 . . . Xj

1k
...

. . .
...

(Xj
1k)T . . . Xj

kk

 ∈ Snr+, xj = P(Xj)→ x ∈ RE , j = 1, 2, . . . .

We need to find X ∈ Snr+ with x = P(X). Denote the restricted projections

xji := PHi(X
j
ii)→ xi, i = 1, . . . k.

From the closure condition, we can now conclude that there exist Xi ∈ Sni
r+ with PHi(Xi) = xi, ∀i.

We can now obtain the desired completion with appropriate rank by using

X =


X

1/2
1

X
1/2
2

. . .

X
1/2
k



X

1/2
1

X
1/2
2

. . .

X
1/2
k


T

,

i.e., we apply the idea from Proposition 2.1.100

Corollary 2.1. The projection P(Snr+ ) is closed if, and only if, the restricted projections PHi(S
ni
r+)101

are closed for all connected components Hi of G, ni = |Hi|.102

Proof. From Theorem 2.1 we can restrict to components. From Assumption 1.1 we can restrict to103

connected components.104

We can now focus on the connected components of a graph; equivalently, we can deal with each105

component separately and so assume we are dealing with a connected graph.106

Assumption 2.1. Assume that Assumption 1.1 holds and that the graph G is connected with

|L| = n, or |L| = 0.

2.1 Closure for Loop Graphs, |L| = n107

This result follows from a similar proof to the main result in [8] or as a corollary to Theorem 1.1.108

Theorem 2.2. Let |L| = n. Then P(Snr+) is closed.109

Proof. Suppose we have a sequence of matrices, {Xj} ⊂ Snr+ with P(Xj) = xj → x. Then the110

diagonal elements of Xj converge and therefore the off-diagonal elements are bounded. Therefore,111

without loss of generality Xj → X. The result now follows from the closure of Sn+ and the lower112

semi-continuity of rank.113
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2.2 Examples of Failure for Loopless Graphs, |L| = 0114

We note that the following follows from the above results. We include a proof since it emphasizes115

the elementary nature for r = n and the difficulty that might arise for r < n.116

Theorem 2.3. Let r ∈ {0, n}, |L| = 0. Then P(Snr+) is closed.117

Proof. The r = 0 follows from P(0) = 0. For r = n, we can always set the unspecified off-118

diagonal elements to 0; and then we set the diagonal elements large enough to ensure positive119

definiteness.120

From our results we now only have one case to consider: 0 < r < n and all the vertices of our121

connected graph are loopless. Unfortunately, we do not have simple results for closedness.122

We will look at exclusions to begin with, and then provide theorems for closure and completion.123

2.2.1 Rank One Case, r = 1124

We begin by looking at examples of the simplest case, the rank one case, r = 1. In fact, the following125

two instances characterize failure of closure for the rank one case, see Corollary 3.2, below.126

Lemma 2.1. If the graph G has a triangle, a cycle of length 3, then P(Sn1+) is not closed.127

Proof. Without loss of generality, we can let the triangle be formed by the vertices {1, 2, 3}. Let

vj =
(

1√
j

1√
j

√
j 0 . . . 0

)T
∈ Rn, Xj = vj(vj)T ∈ Sn1+.

Then, with E = {12, 13, 23, . . .}, we have

P(Xj) =
(

1
j 1 1 0 . . . 0

)T
→
(
0 1 1 0 . . . 0

)T
,

and


? 0 1 . . .
0 ? 1 . . .
1 1 ? . . .
...

...
...

. . .

 has no rank one completion.128

Lemma 2.2. If G has a path of length 3 that is not a cycle (of length 4), then P(Sn1+) is not closed.129

Proof. Without loss of generality, we can let the path be defined by the first four distinct vertices
1, 2, 3, 4. Let

vj =
(√

j 1√
j

1√
j

√
j 0 . . . 0

)T
∈ Rn, Xj = vj(vj)T ∈ Sn1+.

Then, with E = {12, 23, 34 . . .}1

P(Xj) =
(

1 1
j 1 0 0 . . . 0

)T
→
(
1 0 1 0 . . . 0

)T
,

1We could choose E = {12, 13, 23, 24, 34 . . .}, E = {12, 23, 24, 34 . . .}, or E = {12, 13, 23, 34 . . .}.
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and


? 1 ? ? . . .
1 ? 0 ? . . .
? 0 ? 1 . . .
? ? 1 ? . . .
...

...
...

. . .

 has no rank one completion.130

Note that the path in the instance in the proof of Lemma 2.2 cannot be a cycle since the (1, 4)131

entry in Xj diverges to +∞.132

Remark 2.1. Note that we could extend the above two lemmas to higher rank using orthogonal
vectors. For example, for Lemma 2.1 with rank 3, we could use a cycle of length 5 and use two
orthogonal vectors

vj± =
(

1√
j
± 1√

j
1√
j
± 1√

j

√
j ±

√
j 0 . . . 0

)T
∈ Rn, Xj =

∑
±
vj±(vj±)T ∈ Sn2+.

The limit yields a partial matrix with no rank 2 PSD completion. We could similarly extend Lemma133

2.2.134

3 Bipartite Graphs, Independent Sets, Cliques135

We now look at first sufficient and then necessary conditions for closure. Recall that Assumption136

2.1 holds.137

3.1 Complete Bipartite Graphs138

The graphs in the above two examples in Lemmas 2.1 and 2.2 where closure can fail for P(Sn1+)139

are both complete bipartite graphs. Recall that a graph is bipartite means that it is 2-colourable,140

i.e., the vertices can be coloured using two colours with no two adjacent nodes having the same141

colour. We now see that G complete bipartite provides a sufficient condition for closure for all r142

and characterizes closure for r = 1.143

Proposition 3.1 ( [7, Prop. 1.6.1]). A graph is bipartite if, and only if, it contains no odd cycle.144

Lemma 3.1. A graph G is complete bipartite if, and only if, G has no triangle and every path of145

length 3 forms a cycle (of length 4).146

Proof. For sufficiency suppose that G has an odd cycle. Then it is either a triangle or it must147

contain a path of (at least) length 3. That G is bipartite now follows from the characterization in148

Proposition 3.1.149

Now, if G was not complete, then there exists x, y in different partitions that are not adjacent.150

Then, consider the shortest path from x to y: x, z1, z2 . . . , zk, y. This path has length at least 4.151

Moreover, zk−2zk1zky is a path that does not form a cycle.152

For necessity, we immediately see that G cannot have a triangle from Proposition 3.1. And, if153

G has a path of length 3, then without loss of generality the nodes are 1, 2, 3, 4. Then looking at all154

possible cases means that completeness implies there is a cycle, i.e., we have a contradiction.155

Corollary 3.1. Suppose that P(Sn1+) is closed. Then G is a complete bipartite graph.156
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Proof. If P(Sn1+) is closed, then the conditions in Lemmas 2.1 and 2.2 fail which by Lemma 3.1157

imply that G is a complete bipartite graph.158

We now use a characterization of the minimum rank PSD completion of a complete bipartite159

graph to obtain sufficiency for closure for all r.160

Theorem 3.1. Let G be a complete bipartite graph. Then P(Snr+) is closed for all 0 ≤ r ≤ n.161

Proof. Let ai be a sequence of partial matrices with P(Xi) = ai → a and rank(Xi) ≤ r. Since G is
complete bipartite we can permute the vertices of so that one partition is {1 . . . k} while the other

is {k + 1 . . . n}. This leads to matrices of the form

[
? B
BT ?

]
, where Bi → B is a complete matrix

with rank(Bi) ≤ r. By the lower semi-continuity of the rank function, we get that rank(B) ≤ r.
Let B = PQT be a full rank decomposition of B and let

X =

[
P
Q

] [
P
Q

]T
.

We conclude that
X ∈ P(Snr+), P(X) = a, aij = Bij ,∀ij ∈ E.

162

Corollary 3.2. Let r = 1. Then G is a complete bipartite graph if, and only if, P(Snr+) is163

closed.164

Remark 3.1. Let Z ∈ Rm×n be given rank one data matrices that are sampled at the coordinates
ij ∈ Ω, i.e., ZΩ is given data. Then Corollary 3.2 indicates that the nuclear norm (sum of the
singular values) heuristic cannot recover all instances unless all of Z is sampled. Recall, e.g., [11],
that the nuclear norm heuristic for rank minimization is equivalent to solving the SDP

min 1
2 traceY

s.t. Y =

[
A Z
ZT B

]
� 0

YE = ZΩ,

where E are the edges corresponding appropriately to the coordinates Ω. From the above results we165

can find classes of examples where closure fails and no rank one completion can be found. This166

means that we have classes of examples where the nuclear norm heuristic fails for data matrices Z167

with rank one.168

3.2 Independent Sets169

Finding independent sets provide sufficient conditions for closure. First we need the following.170

Lemma 3.2. Let YC :=

[
A B
BT C

]
� 0 be given. Then the minimum rank PSD completion problem

minX rank

([
A B
BT X

])
s.t. YX =

[
A B
BT X

]
� 0

8



has optimal solution X∗ = BTA†B, where ·† denotes the Moore-Penrose generalized inverse. More-171

over, rank(YX∗) = rank(A).172

Then X is positive semidefinite and rank(X) = rank(A). X =

[
A B
BT C

]
� 0.173

where A is positive definite and C = BTA−1B. Then X is positive semidefinite and rank(X) =174

rank(A).175

Proof. From the full rank factorization using the unique PSD square roots, we have

YC =

[
A1/2

C1/2

] [
A1/2

C1/2

]T
, B = A1/2C1/2.

This means that range(B) ⊆ range(A). The range condition implies that the projection can be
discarded B = A1/2(A1/2)†B. We now define

YX∗ =

[
A1/2

BT (A1/2)†

] [
A1/2

BT (A1/2)†

]T
=

[
A A1/2(A1/2)†B

BT (A1/2)†A1/2 BT (A1/2)†(A1/2)†B

]
=

[
A B
BT BTA†B

]
.

176

Recall that an independent set (or stable set) is a set vertices in a graph, no two of which are177

adjacent. We can always complete the corresponding matrix to rank at most n− k.178

Corollary 3.3. Let G be a graph with an independent set of size k. Then P(Sn(n−k)+) is closed.179

Proof. An independent set of size k means that we can apply Lemma 3.2 with the free block C of180

size k. More precisely, we can pick the diagonal elements of the A and C blocks large enough so181

that YC � 0 exists. Then we can always find a completion with rank at most rank(A) ≤ n− k.182

Of course, determining if a graph has an independent set of certain size is generally a hard183

problem. However some nice corollaries follow. The following was already given in Corollary 1.1.184

Corollary 3.4. P(Sn(n−1)+) is closed.185

Proof. Every vertex is by itself is an independent set.186

Corollary 3.5. P(Sn(n−2)+) is not closed if and only if G is the complete graph Kn.187

Proof. The only graph without an independent set of size at least two is the complete graph Kn.188

9



3.3 Cliques189

Lemma 3.3. Let G have a clique of size k > 2. Then P(Sn(j−2)+), j = 3, . . . , k, is not closed.190

Proof. Let {1, 2, . . . k} be the clique. Let xi ∈ Rn be a sequence of vectors defined by:191

xij =


1
i , if j < k
i, if j = k
0, if j > k.

192

Define the rank one sequence of PSD matrices

Xi = xixi
T

=

 1
i2
J e 0
eT i2 0
0 0 0

→
 0 e 0
eT ∞ 0
0 0 0

 ,
where e is the vector of ones and J is the matrix of ones. Then ai := P(Xi) ∈ P(Sn1+). But, as193

ai → ā we have that ā has a (k − 1) × (k − 1) submatrix with all 0 off-diagonal entries, and194

free diagonal entries. Moreover the (j, k) and (k, j) entries are one, non-zero, for j < k. Since195

the diagonal is free, we see that there is a rank k − 1 completion but no smaller rank completion,196

i.e., ā /∈ P(Sn(k−2)+).197

Theorem 3.2. Let G have disjoint cliques Ci with cardinalities ki and integers ji satisfying |Ci| =
ki ≥ ji > 2, i = 1, . . . , t. Let I ⊆ {1, . . . , t}, and t =

∑
i∈I (ji − 2). Then

P(Snt+) is not closed.

Proof. From Lemma 3.3 we have that a completion can lose rank ji − 2 for each clique.198

4 Conclusion199

In this paper we have studied the problem when the rank restricted coordinate shadows P(Snr+)200

are closed.201

4.1 Summary of Closure Conditions202

1. P(Sn0+) is trivially closed.203

2. P(Sn+ ) is closed if, and only if, L and Lc are disconnected.204

3. L and Lc are connected implies P(Snr+) is not closed for all r.205

4. P(Snr+ ) is closed if, and only if, the restricted projections PHi(S
ni
r+) are closed for all connected206

components Hi of G, ni = |Hi|.207

5. We can now assume that L and Lc are not connected.208

(a) P(Snr+) is closed for all r such that

min

{
n− 1,

⌈
−3

2
+

√
9 + 8|E|

2

⌉}
≤ r ≤ n.

10



(b) |L| = n, a loop graph, implies that P(Snr+) is closed for all r.209

(c) We can now assume that G is connected and |L| = 0, a loopless graph.210

i. for complete bipartite:211

A. If G is complete bipartite, then P(Snr+) is closed for all r.212

B. G is complete bipartite if, and only if, P(Sn1+) is closed.213

ii. for independent set:214

A. If G has an independent set of size k, then P(Snn−k+) is closed.215

B. P(Sn(n−1)+) is closed.216

C. P(Sn(n−2)+) is not closed if and only if G is Kn.217

iii. for clique:218

A. If G has a clique of size k > 2, then P(Sn(k−2)+) is not closed. (And extensions219

to more disjoint cliques.)220

4.2 Open Questions221

We saw that complete bipartite characterized closure for rank one and was sufficient for all r. A222

reasonable conjecture is that for non-bipartite graphs, we get that tripartite characterizes closure223

for rank 2 and is sufficient for r ≥ 3. This naturally leads to the corresponding conjecture for224

higher ranks and higher multipartite graphs. Note that a simple proof for sufficiency for the225

tripartite case follows if the matrices A,B,C in the partial symmetric matrix

 ? A B
AT ? C
BT CT ?

226

are all rank 2 and all 2 × 2. We could then explicitly solve for P,Q,R in the three equations227

A = PQT , B = PRT , C = QRT to obtain the rank 2 PSD completion

PQ
R

 PQ
R

T

.228

In Remark 3.1 we have emphasized that there are instances where the nuclear norm fails to229

recover the data matrix Z of the correct rank. This leads to questions about the measure of the sets230

where failure occurs and is related to the conditions on sampling for high probability completions,231

see [5].232
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Index

E ⊆ {ij : i ≤ j}, index set, 2233

G = (V,E), undirected graph, 2234

J , matrix of ones, 10235

Kn, complete graph, 9236

V = {1, . . . , n}, vertex set, 2237

Sn, real symmetric matrices, 2238

Sn+ , PSD matrices, 2239

Snr+, PSD matrices of rank at most r, 2240

e, vector of ones, 10241

L = {i : ii ∈ E}, 2242

Lc, 2243

bipartite, 7244

complete graph, Kn, 9245

connected components in G, 4246

coordinate shadows, P(Sn+ ), 2247

disconnected components in G, 4248

independent set, 9249

index set, E ⊆ {ij : i ≤ j}, 2250

matrix of ones, J , 10251

partial PSD matrix, 2252

partial symmetric matrix, 2253

partitioned graph, 4254

positive semidefinite completion problem, PSDC,255

3256

PSD matrices of rank at most r, Snr+, 2257

PSD matrices, Sn+ , 2258

PSDC, positive semidefinite completion problem,259

3260

real symmetric matrices, Sn, 2261

trace inner product, 2262

undirected graph, G = (V,E), 2263

vector of ones, e, 10264

vertex set, V = {1, . . . , n}, 2265
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