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Abstract. The sensor network localization (SNL) problem in embedding dimension r consists
of locating the positions of wireless sensors, given only the distances between sensors that are within
radio range and the positions of a subset of the sensors (called anchors). Current solution techniques
relax this problem to a weighted, nearest, (positive) semidefinite programming (SDP) completion
problem by using the linear mapping between Euclidean distance matrices (EDM) and semidefinite
matrices. The resulting SDP is solved using primal-dual interior point solvers, yielding an expensive
and inexact solution.

This relaxation is highly degenerate in the sense that the feasible set is restricted to a low
dimensional face of the SDP cone, implying that the Slater constraint qualification fails. Cliques in
the graph of the SNL problem give rise to this degeneracy in the SDP relaxation. In this paper, we
take advantage of the absence of the Slater constraint qualification and derive a technique for the
SNL problem, with exact data, that explicitly solves the corresponding rank restricted SDP problem.
No SDP solvers are used. For randomly generated instances, we are able to efficiently solve many
huge instances of this NP-hard problem to high accuracy by finding a representation of the minimal
face of the SDP cone that contains the SDP matrix representation of the EDM. The main work of
our algorithm consists in repeatedly finding the intersection of subspaces that represent the faces of
the SDP cone that correspond to cliques of the SNL problem.
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1. Introduction. The sensor network localization problem (SNL) consists of
locating the positions of n wireless sensors, p; € R", i = 1,...,n, given only the
(squared) Euclidean distances D;; = ||p; — p;||3 between sensors that are within a
given radio range, R > 0, and given the positions of a subset of the sensors, p;,
t=n—m+1,...,n (called anchors); r is the embedding dimension of the problem.
Currently, many solution techniques for this problem use a relaxation to a nearest,
weighted, semidefinite approximation problem

(L1) S min_ [ e (K(Y) = D)
where Y = 0 denotes positive semidefiniteness, ¥ € {2 denotes additional linear
constraints, K is a specific linear mapping, and o denotes the Hadamard (elementwise)
product. This approach requires semidefinite programming (SDP) primal-dual interior
point (p-d i-p) techniques; see, for example, [2, 3, 5, 8, 9, 12, 23]. This yields an
expensive and inexact solution.

The SNL problem is a special case of the Euclidean distance matrix (EDM)
completion problem (EDMC). If D is a partial EDM, then the completion prob-
lem consists of finding the missing elements (squared distances) of D. It is shown in
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[13] that there are advantages for handling the SNL problem as an EDMC and ignor-
ing the distinction between the anchors and the other sensors until after the EDMC is
solved. In this paper we use this framework and derive an algorithm that locates the
sensors by exploiting the structure and implicit degeneracy in the SNL problem. In
particular, we solve the SDP problems ezplicitly (exactly) without using any p-d i-p
techniques. We do so by repeatedly viewing SNL in three equivalent forms: as a
graph realization problem, as an EDMC, and as a rank restricted SDP.

A common approach to solving the EDMC problem is to relax the rank con-
straint and solve a weighted, nearest, positive semidefinite completion problem (like
problem (1.1)) using SDP. The resulting SDP is, implicitly, highly degenerate in the
sense that the feasible semidefinite matrices have low rank. In particular, cliques in
the graph of the SNL problem reduce the ranks of these feasible semidefinite matrices.
This means that the Slater constraint qualification (strict feasibility) implicitly fails
for the SDP. Our algorithm is based on exploiting this degeneracy. We characterize
the face of the SDP cone that corresponds to a given clique in the graph, thus reduc-
ing the size of the SDP problem. Then we characterize the intersection of two faces
that correspond to overlapping cliques. This allows us to explicitly grow/increase
the size of the cliques by repeatedly finding the intersection of subspaces that repre-
sent the faces of the SDP cone that correspond to these cliques. Equivalently, this
corresponds to completing overlapping blocks of the EDM. In this way, we further
reduce the dimension of the faces until we get a completion of the entire EDM. The
intersection of the subspaces can be found using a singular value decomposition or
by exploiting the special structure of the subspaces. No SDP solver is used. Thus
we solve the SDP problem in a finite number of steps, where the work of each step
is to find the intersection of two subspaces (or, equivalently, each step is to find the
intersection of two faces of the SDP cone).

Though our results hold for general embedding dimension r, our preliminary
numerical tests involve sensors with embedding dimensions » = 2 and » = 3. The
sensors are in the region [0,1]". There are n sensors, m of which are anchors. The
radio range is R units.

1.1. Related work/applications. The number of applications for distance ge-
ometry problems is large and increasing in number and importance. The particular
case of SNL has applications to environmental monitoring of geographical regions,
as well as tracking of animals and machinery; see, for example, [5, 12]. There have
been many algorithms published recently that solve the SNL problem. Many of these
involve SDP relaxations and use SDP solvers; see, for example, [5, 6, 7, 8, 9, 13] and
more recently [20, 28]. Heuristics are presented in, for example, [11]. SNL is closely
related to the EDMC problem; see, for example, [3, 12] and the survey [2].

Carter, Jin, Saunders, and Ye [10] and Jin [19] propose the SpaseLoc heuristic. It
is limited to r = 2 and uses an SDP solver for small localized subproblems. They then
sew these subproblems together. So and Ye [25] show that the problem of solving a
noiseless SNL that is uniquely localizable! can be phrased as an SDP and thus can be
solved in polynomial time. They also give an efficient criterion for checking whether
a given instance has a unique solution for r = 2.

Two contributions of this paper are as follows: we do not use iterative p-d i-p
techniques to solve the SDP but rather we solve it with a finite number of explicit

LAn SNL problem is uniquely localizable in dimension r if it has a unique solution in R” and it
does not have any solution whose affine span is R?, where h > r; see [25].
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solutions; we start with local cliques and expand the cliques. Our algorithm has four
different basic steps. The first basic step takes two cliques for which the intersection
contains at least r + 1 nodes and implicitly completes the corresponding EDM to
form the union of the cliques. The second step does this when one of the cliques is a
single element. Therefore, this provides an extension of the algorithm in [14], where
Eren et al have shown that the family of trilateration graphs® admits a polynomial
time algorithm for computing a realization in a required dimension. Our algorithm
repeatedly finds explicit solutions of an SDP. Other examples of finding explicit
solutions of an SDP are given in [27, 29].

The SNL problem with given embedding dimension r is NP-hard [17, 18, 24].
However, from our numerical tests it appears that random problems that have a
unique solution can be solved very efficiently. This phenomenon fits into the results
in [4, 15].

1.2. Outline. We continue in section 1.3 to present notation and results that will
be used. The facial reduction process is based on the results in section 2. The single
clique facial reduction is given in Theorem 2.3; the reduction of two overlapping cliques
in the rigid and nonrigid cases is presented in Theorems 2.10 and 2.14, respectively;
absorbing nodes into cliques in the rigid and nonrigid cases is given in Corollaries 2.17
and 2.18, respectively. These results are then used in our algorithm in section 3. The
numerical tests appear in sections 3.1 and 3.2. Our concluding remarks are given in
section 4.

1.3. Preliminaries. We work in the vector space of real symmetric k x k ma-
trices, S*, equipped with the trace inner product, (A, B) = trace(AB). We let Sk
and Sf“r + denote the cone of positive semidefinite and positive definite matrices, re-
spectively; A = B and A > B denote the Lowner partial order, A — B € S_’ﬁ and
A—-—Be S_’ﬁ 4, respectively; e denotes the vector of ones of appropriate dimension;
R(L) and N(L) denote the range space and null space of the linear transformation
L, respectively; cone(S) denotes the convex cone generated by the set S. We use the
MATLAB notation 1:n = {1,...,n}.

A subset F' C K is a face of the cone K, denoted F < K, if

(a:,y e K, %(aﬁ—y) € F) = (cone{z,y} C F).

If FF <9 K but is not equal to K, we write F <1 K. If {0} # F < K, then F is a proper
face of K. For S C K, we let face(S) denote the smallest face of K that contains S.
A face F' < K is an exposed face if it is the intersection of K with a hyperplane. The
cone K is facially exposed if every face F' < K is exposed.

The cone St is facially exposed. Moreover, each face F' < S8V is determined
by the range of any matrix S in the relative interior of the face, S € relint F: if
S = UT'UT is the compact spectral decomposition of S with the diagonal matrix of
eigenvalues I € St | then (e.g., [22])

(1.2) F=US'U".

2A graph is a trilateration graph in dimension r if there exists an ordering of the nodes 1,...,r+
1,7 +2,...,n such that the first » + 1 nodes form a clique and each node j > r +1 has at least r+ 1
edges to nodes earlier in the sequence.
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A matrix D = (D;;) € S™ with nonnegative elements and zero diagonal is called
a predistance matriz. In addition, if there exist points p1,...,p, € R" such that

then D is called a Fuclidean distance matriz, denoted EDM. Note that we work
with squared distances. The smallest value of r such that (1.3) holds is called the
embedding dimension of D. Throughout this paper, we assume that r is given and
fized. The set of EDM matrices forms a closed convex cone in 8™, denoted ™. If we
are given an n x n partial EDM D), let G = (N, E,w) be the corresponding simple
graph on the nodes N = 1:n whose edges E correspond to the known entries of D,
with (D,)i; = wj; for all (i, j) € E.

DEFINITION 1.1. ForY € 8™ and o C 1:n, we let Y[a] denote the corresponding
principal submatrix formed from the rows and columns with indices a.. If, in addition,

la| = k and Y € S* is given, then we define
S"(a,Y):={Y eS8 :Y[a] =Y}, S}(aY):={YeS! Y=Y},

that is, the subset of matrices Y € S™ (Y € S} ) with principal submatriz Ya] fized
to Y. For example, the subset of matrices in §™ with the top left k x k block fixed is

(1.4) S"(l:k,Y):{YeS”:Y: [L’f]}

A clique v C 1:n in the graph G corresponds to a subset of sensors for which
the distances w;; = ||p; — pjll2 are known for all ,j € ~; equivalently, the clique
corresponds to the principal submatrix D,[y] of the partial EDM matrix D,, where
all the elements of D,[y] are known.

Suppose that we are given a subset of the (squared) distances from (1.3) in the
form of a partial EDM D,. The EDM completion problem consists of finding the
missing entries of D), to complete the EDM; see Figure 1.1. This completion problem
can be solved by finding a set of points p1, ..., p, € R" satisfying (1.3), where r is the
embedding dimension of the partial EDM, D,. This problem corresponds to the graph
realizability problem with dimension r, which is the problem of finding positions in
R" for the vertices of a graph such that the interdistances of these positions satisfy
the given edge lengths of the graph.

Let Y € M™ be an n X n real matrix and y € R™ be a vector. We let diag(Y")
denote the vector in R™ formed from the diagonal of Y, and we let Diag(y) denote
the diagonal matrix in M"™ with the vector y along its diagonal. Note that diag and
Diag are the adjoint linear transformations of each other: Diag = diag”. The operator
offDiag can then be defined as offDiag(Y’) := Y — Diag(diagY’). For

P — : e M n><r’
where p;, j =1,...,n, are the points used in (1.3), let Y := PP”, and let D be the

corresponding EDM satisfying (1.3). Defining the linear operators K and D, on S™

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 10/24/12 to 129.97.58.73. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journal s/ojsa.php

EXPLICIT SNL USING SEMIDEFINITE FACIAL REDUCTIONS 2683

Fic. 1.1. Graph of partial EDM with sensors o and anchors .

as follows, we see that
KY) = D.(Y)-2Y
= diag(Y) e +ediag(Y)T —2Y
(1.5) = (pfpi+plp; - 2piij)l,J:1
— 2\
- (sz _pj||2)l'7j:1
= D.

That is, L maps the positive semidefinite matrix Y onto the EDM D. More generally,
we can allow for a general vector v to replace e and define D, (Y) := diag(Y)v? +
vdiag(Y)T. By abuse of notation, we also allow D, to act on a vector; that is,
Dy(y) := yvT +vy?. The adjoint of K is

(1.6) K*(D) = 2(Diag(De)— D).

The linear operator K is a one-to-one and onto mapping between the centered
and hollow subspaces of S™, which are defined as

(1.7) Sc = {YeS":Ye=0} (zero row sums),

' Sy = {De S8":diag(D) =0} = R(offDiag).
Let J := I — LeeT denote the orthogonal projection onto the subspace {e}* and
define the linear operator 7(D) := —1.J offDiag(D).J. Then we have the following
relationships.
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PROPOSITION 1.2 (see [1]). The linear operator T is the generalized inverse of
the linear operator KC; that is, Kt =T. Moreover:

1.8 R(’C) = SH; N(’C) = R(De)§
(18) ROC)=R(T) =Sci  N(K*) = N(T) = R(Diag):
(1.9) S™ = Sy ® R(Diag) = Sc ® R(D.).

THEOREM 1.3 (see [1]). The linear operators T and K are one-to-one and onto
mappings between the cone E™ C Sy and the face of the semidefinite cone St N Sc.
That 1is,

TE =8"NSc and K(ST NSc) = E™.

Remark 1.4. D € & has embedding dimension 7 if and only if K(D) = 0
and rank(K'(D)) = r. In addition, we get KT(D)e = 0. Therefore, we can factor
KT (D) = PPT, for some P € M ™" to recover the (centered) sensors in R” from the
rows in P. Note that rotations of the points in the rows of P do not change the value
Y = PPT since PPT = PQTQP if Q is orthogonal. However, the nullspace of K is
related to translations of the points in P. Let D € £™ with embedding dimension r,
and let Y := K(D) have full rank factorization Y = PPT with P € M ™ ". Then
the translation of points in the rows of P to P := P+ew?, for some w € R", results in
Y := PPT =Y +D.(y) with y := Pw + “’TTwe and K(Y) = K(Y) = D since D,(y) €
N(K). Note that R(Y) = R(P); therefore, y = Pw + #e € R(Y) + cone{e}, as
we will also see in more generality in Lemma 2.1 below.

Let D, € 8" be a partial EDM with embedding dimension r, and let W € 8™ be
the 0-1 matrix corresponding to the known entries of D,,. One can use the substitution
D =K(Y), where Y € 8T NS¢, in the EDM completion problem

Find Deé&n
such that WoD =Wo D,

to obtain the SDP relaxation

Find YeSinSe
such that WoK(Y)=WoD, ’

This relaxation does not restrict the rank of Y and may yield a solution with an em-
bedding dimension that is too large if rank(Y") > r. Moreover, solving SDP problems
with rank restrictions is NP-hard. However, we work on faces of S described by
USEr UT with ¢t < n. In order to find the face with the smallest dimension ¢, we must
have the correct knowledge of the matrix U. In this paper, we obtain information on
U using the cliques in the graph of the partial EDM.

2. Semidefinite facial reduction. We now present several techniques for re-
ducing an EDM completion problem when one or more (possibly intersecting) cliques
are known. This extends the reduction using disjoint cliques presented in [13]. In each
case, we take advantage of the loss of the Slater constraint qualification and project
the problem to a lower dimensional SDP cone.

We first need the following two technical lemmas that exploit the structure of the
SDP cone.
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LEMMA 2.1. Let BE€S™, Bu=0,v#0,y € R", andY := B+D,(y). IfY = 0,
then
y € R(B) + cone {v}.

Proof. First we will show that y € R(B) +span{v} = R([B v]). If this is not
the case, then y can be written as the orthogonal decomposition

y= Bu+ fv+7,

where 0 # 5 € R([B v])* =N([B v]"). Note that g satisfies By = 0 and v"y = 0.
To get a contradiction with the assumption that Y > 0, we let

1 v Y
zi= 5 — (L+18) =
2 |lvll? l9l?
and observe that Bz = 0 and vz = 1/2. Then
2TYz2 = 2TD,(y)z
= 2T (va + vyT) z
= yTZ
= 38+7"z
< s(1+18)+9"2
= —5(1+18D)
< 0,

which gives us the desired contradiction. Therefore, y € R(B) + span{v}, so to show
that y € R(B) + cone {v}, we need to show only that if y = Bu + Sv, then 5 > 0.
First note that vTy = SvTv. Then
vTYv = oT (yUT + UyT) v
= 20TyvTv
= 28(vTwv)%

Since Y = 0, we have 23(vTv)? > 0. This implies that 3 > 0 since v # 0. O

If Y € 8%, then we can use the minimal face of S¥ containing Y to find an
expression for the minimal face of ST that contains ST (1:%,Y).

LEMMA 2.2. Let U € M"" with UTU = I,. If face {Y} < US'L UT, then

- - - AT
n . \/ U 0 n—k—+t U 0
(2.1) face S} (1:k,Y) < 0 L] St 0 I._i]
Furthermore, if face {Y} = US, U™, then
(2.2) cest(1:k ¥y = |00 |sprne [0 07
' AR _0 In—k_ - _0 In—k_

_ Proof. Since Y € US' U”, then Y = USUT for some S € S' . Let Y € St (1:
k,Y), and choose V so that [U V] is an orthogonal matrix. Then, with ¥ blocked
appropriately, we evaluate the congruence

o[V 0 TYV 071 [0 V'Y o o
— |10 I, 0 I,x| [|Ya1V Yo | |0 Yao|®
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Therefore, Y = 0 implies that VY] = 0. Since N(VT) = R(U), we get V3§ = UX
for some X. Therefore, we can write

y_[0 o][s x][0 o]
L0 Lk [XT Yool |0 Lk
This implies that face S7(1:k,Y) < U‘S'ffk“UT7 where

U o0
U= {0 Ink] .
This proves (2.1). To prove (2.2), note that if face{Y} = US| UT, then Y €
relint (US, UT), so Y = USUT for some S € S, . Letting

v [0 o[ o][@ o]
© |0 Infk 0 Infk 0 Infk ’
we see that ¥ € S7(1:k,Y) Nrelint (US} " UT). This implies that there is no
smaller face of 8T containing ST (1:4,Y’), completing the proof. 0

2.1. Single clique facial reduction. If the principal submatrix D € &F is
given for index set « C 1:n with |a| = k, we define

(2.3) E"(a,D):={D€&": D[] =D} .

Similarly, the subset of matrices in £" with the top left k& x k block fixed is

- im0 = {peerp [ 21}

A fixed principal submatrix D in a partial EDM D corresponds to a clique « in
the graph G of the partial EDM D. Given such a fixed clique defined by the submatrix
D, the following theorem shows that the following set, containing the feasible set of
the corresponding SDP relaxation,

{Y eS8 NnSc: K(Y[a]) =D} =K' (£"(a, D)),

is contained in a proper face of S . This means that the Slater constraint qualification
(strict feasibility) fails, and we can reduce the size of the SDP problem; see [13]. We
expand on this and find an explicit expression for face KT(£"(a, D)) in Theorem 2.3.
For simplicity, here and below, we often work with ordered sets of integers for the two
cliques. This simplification can always be obtained by a permutation of the indices
of the sensors.

THEOREM 2.3. Let D € E" with embedding dimension r. Let D := D[1:k] € &F
with embedding dimension t, and let B := K'(D) = UpSUZL, where Up € MExE

ULUp = I, and S € S' . Furthermore, let Ug = [Up ﬁe] e MM gng

U:=[Y 12, and let [V %] e ML be orthogonal. Then
(2.5) face KT (£"(1:k, D)) = (UST *H1UT) N Se = (UV)STHH(UV)T.

Proof. Let Y € KT (E™(1 : k,D)) and Y := Y[l :k]. Then there exists D €
E"(1 : k,D) such that Y = K'(D), implying that X(Y) = D and that K(Y) =
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D = K(B). Thus, Y € B+ N(K) = B + R(D.), where the last equality follows from
Proposition 1.2. This implies that Y = B+D,(y) for some 3 € R*. From Theorem 1.3,
we get Y = 0 and Be = 0. Therefore, Lemma 2.1 implies that y = Bu + e for some
u € R*¥ and 8 > 0. This further implies

Y = B+ Buel + eu” B + 28ee” .

From this expression for Y, we can see that R(Y) € R([B e]) = R(Up), where the
last equality follows from the fact that Be = 0. Therefore, Y € U BSiHUg, implying,

by Lemma 2.2, that face ST (1:k,Y) < USfﬁ*kHHUT. Since Y € 87(1:k,Y) and
Ye =0, we have that Y € (USz_kHHUT) N Sc. Therefore, face K'(E"(1:k, D)) <
(USTFH1UT) N Se. Since VIUTe = 0, we have that

(2.6) (USFHHUT)y N Se =Uvsy FyTyT,

To show that face K'(£"(1:k, D)) = (USi7k+t+1UT) N Sc, we need to find

(2.7) A A

Y =UzU" e KV (£"(1:k,D)) with rank(Y)=n—k+t, Ye=0, Z € ST T

To accomplish this, we let Ty = [§ 9]. Then 77 > 0, and

1 D D —
B+ EeeT =UpT\UL = PPT, where P := UBT11/2 € MAX(HD

Let
P | 0
P = 0 Iy EMnX(nikH).
_eTP| —eT

Since P has full-column rank, we see that P also has full-column rank. Moreover,
PTe = (. Therefore,

. ppT | 0 —e
Yy .= PPT = 0 |Ii_p1 —e |e&
—eT —e n—1

satisfies Ye = 0 and rank(Y) = n — k + t. Furthermore, we have that ¥ = UZU7,
where

0

0 —Vk c SnkHttl
k

—eT

where
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The eigenvalues of T" are 0, 1, and n, with multiplicities 1, n—k—1, and 1, respectively.
Therefore, rank(7) = n — k, which implies that rank(Z) =n —k +t and Z = 0.
Letting D := KC(Y'), we have that D € £"(1:k, D) since

D[1:k] = K(Y[1:k]) = K(PPT) =K (B + %eeT) = K(B) = D.

Therefore, Y satisfies (2.7), completing the proof. O

Remark 2.4. Theorem 2.3 provides a reduction in the dimension of the
EDM completion problem. Initially, our problem consists of finding ¥ € 8% NS¢
such that the constraint

K(Y[a]) = Dla], a=1:k

holds. After the reduction, we have the smaller dimensional variable Z € Sz_kH;
by construction Y := (UV)Z(UV)T will automatically satisfy the above constraints.
This is a reduction of k —t —1 = (n — 1) — (n — k 4+ t) in the dimension of the

matrix variable. The addition of the vector e to the range of B, Up := [Up ﬁe],

has a geometric interpretation. If B = PPT, P € M**! then the rows of P pro-
vide centered positions for the k sensors in the clique a. However, these sensors
are not necessarily centered once they are combined with the remaining n — k sen-
sors. Therefore, we have to allow for translations, e.g., to P + ev” for some v. The
multiplication (P + evT)(P + ev?)T = PPT + Pve® + ev? PT + evTwvel is included
in the set of matrices that we get after adding e to the range of B. Note that
PveT 4+ ev” PT 4 evTve” = D.(y) for y = Pv + %evTv.

The special case k =1 is of interest.

COROLLARY 2.5. Suppose that the hypotheses of Theorem 2.3 hold but that k = 1
and D=0. Then Ug =1, U =1, and

(2.8) face KT (£"(1:k, D)) = face KT (") =8 NSc = VST VT,
where [V ﬁe] € M™ is orthogonal.
Proof. Since k = 1, necessarily we get t = 0 and we can set Ug = 1. d

2.1.1. Disjoint cliques facial reduction. Theorem 2.3 can be easily extended
to two or more disjoint cliques; see also [13].

COROLLARY 2.6. Let D € E™ with embedding dimension r. Let kg :=1 < k1 <
. <k <n. Fori=1,...,1, let D; :== Dlk;_1:k;] € EFi=Fi-1+L with embedding
dimension t;, B; = ICT(DZ-) = UBI.SU%;, where Up, € ./\/lkXti, UgiUBi =106 S €
St and Up, = [Up, —e] € MF*ETD Lot

Vki
Us, ... 0 0
v | o
0 ... Ug O
0 ... 0 Inog

and [V ﬁ] € M RHAZici it e orthogonal. Then

ﬂlizl face ,CT (5n(/€i—1 kl,Dl)) _ (USZ—kﬁZé:l ti+lUT) NSe
= (V)R EL T gy

Proof. The result follows from noting that the range of U is the intersection of
the ranges of the matrices Up, with appropriate identity blocks added. o

(2.9)
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2.2. Two (intersecting) clique facial reduction. The construction (2.6) il-
lustrates how we can find the intersection of two faces. Using this approach, we now
extend Theorem 2.3 to two cliques that (possibly) intersect; see the ordered indices
in (2.10) and the corresponding Venn diagram in Figure 2.1. We also find expressions
for the intersection of the corresponding faces in S ; see (2.12). The key is to find
the intersection of the subspaces that represent the faces, as in condition (2.11).

Fic. 2.1. Venn diagram of the sets of ordered indices, a1 and asg, in Theorem 2.7.

THEOREM 2.7. Let D € E™ with embedding dimension r, and, as in Figure 2.1,
define the sets of positive integers

oy = 13(151 +E2), Q= (El + 1)3(/%1 —|—Eg +E§) C 1:n,
(2.10) ki := |041| =k + ]ig, 16'2 ::7|a2| = ko + ks,
k =k + ko+ ks.

Fori=1,2, let D; := D[o;] € E¥ with embedding dimension t; and B; := ICT(Dl-)
s 1

UlSlUZT, where Ul € Mkixm, UlTUl =1, S € Sii_i_; and U; = [Ui \/k_ie] €
MEXETD Lot b and U € MY satisfy
T Ul 0 I]; 0 - rr T rr
o roer ([ )ar([E ) wnoro i
Let U= [0 ;°,]¢€ M=k ED g [V %] € ML pe orthogonal.
Then
2
(212)  (face KT (€™(e, Dy)) = (USFFHHUT) NS = (UV)STHH(UV)T.
i=1
Proof. From Theorem 2.3, we have that
i Ui 0| 0 A
face KT (£"(a1, D1)) = 0 I, | 0 [Symtttd o | 0 NSc
0 0 |Tus 0 0 [ L
and, after a permutation of rows and columns in Theorem 2.3,
i L, 0] 0 L, o] o 1"
face KT (€™ (a2, D2)) = 0 Up| 0 |Syktett) 0 U] 0 NSc.
0 0 | Ik 0 O | Iy
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The range space condition (2.11) then implies that

Uy 0] 0 I, 0] 0
RWO)=R|| 0 I | © nNR{| 0 U] 0 :
0 0 | Tr 0 0 | Lo

giving us the result (2.12). O

Remark 2.8. Theorem 2.7 provides a reduction in the dimension of the
EDM completion problem. Initially, our problem consists in finding ¥ € & N S¢
such that the two constraints

K(Y[o:]) = Dlew], i=1,2

hold. After the reduction, we want to find the smaller dimensional Z € S_’i*kﬂ; by
construction Y := (UV)Z(UV)T will automatically satisfy the above constraints.

The explicit expression for the intersection of the two faces is given in (2.12) and
uses the matrix U obtained from the intersection of the two ranges in condition (2.11).
Finding a matrix whose range is the intersection of two subspaces can be done using
[16, Algorithm 12.4.3]. However, our subspaces have special structure. We can exploit
this structure to find the intersection; see Lemmas (2.9) and (2.13) below.

The dimension of the face in (2.12) is reduced to n — k + t. However, we can get
a dramatic reduction if we have a common block with embedding dimension r and
a reduction in the case where the common block has embedding dimension r — 1 as
well. This provides an algebraic proof using semidefinite programming of the rigidity
of the union of the two cliques under this intersection assumption.

2.2.1. Nonsingular facial reduction with intersection embedding di-
mension r. We now consider the case when the intersection of the two cliques results
in D[a N ag] having embedding dimension 7; see Figure 2.2. We see that we can ex-
plicitly find the completion of the EDM D|a; Uag]. We first need the following result
on the intersection of two structured subspaces.

F1G. 2.2. Two clique reduction with intersection with embedding dimension r.
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LEMMA 2.9. Let

r+1 r+1 T+I1 52
o [ UL IR R I
Uy = A U ], U = |: Ul ], Ui := & Ul 0 s
Lt > 2 s | 0T
S1 r+1
s [ I 0
UQ = k 0 Uél
w0 U

be appropriately blocked with U, U} € M full-column rank and R(UY) =
R(UY). Furthermore, let

r+1 r+1

51 U; s | Uj(upHtuy
(213) Ul = k {/ s Ug =k Uél
s | UL(uHtoy 52 U;

Then Uy and Us are full-column rank and satisfy
R(Ul) N R(Ug) =R (Ul) =R (Ug) .

Moreover, if e,41 € R™1 s thg (r + 1)st standard unit vector and Uje,4+1 = ;e for
some a; £ 0 fori=1,2, then Use,41 = a;e for z'A: 1,2.
Proof. From the definitions, x € R(U1) N R(Uz) if and only if

I U{Ul w1
_ _ " _ " _|n _|w
x= |z2| = [U{v1| = |Ujws for some v = , W= .
/ V2 w2
T3 V2 Usyws

Note that Uj'v; = Ul ws if and only if wy = (UY)TU{v1; this follows from the facts that
Uy full-column rank implies (U4)TU§ = I and R(U}') = R(UY) implies UY (U3) U} =
Uy. Therefore, x € R(Uy) N R(Uz) if and only if

1 U{’Ul
= |22 = Uy =U,v; for some v;
ULy TU//
T3 2(U3) U

with vy := Us(UY) U} vy, wy := Ujvy, and wq := (UY)TU{ vy, implying that R(Ul) N
R(Uy) = R(Uy); a similar argument shows that R(U1) N R(Us) = R(Us).

Now suppose, for ¢ = 1,2, that Ue,.41 = aye for some «; # 0. Then e €
R(U,) N R(Us), so e € R(Uy), implying that Ujv = e for some vector v. Since
U, = [Ug(U[Z’I)T U{,], we have Ujv = e. Furthermore, since U; has full-column rank, we
conclude that v = ailerﬂ, implying that Uler+1 = aye. Similarly, we can show that
U267~+]_ = (g€. 0

We now state and prove a key result that shows we can complete the distances
in the union of two cliques, provided that their intersection has embedding dimension

equal to r.
THEOREM 2.10. Let the hypotheses of Theorem 2.7 hold. Let

BCaiNay, D:=D[f], B:=K\(D), Uz:=U[s,
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where U € MUY satisfies (2.11). Let [V %] € M ™ be orthogonal. Let

(2.14) Z = (JUZV)I B((JU3V)NT.

If the embedding dimension for D isr, thent=r, Z € S, is the unique solution of

(2.15) (JUV)Z(JUsV)' = B,
and
(2.16) Dlai Uag] = K ((UV)Z([OV)T).

Proof. Since the embedding dimension of D is r, we have rank(B) = r. Further-
more, we have Be = 0 and B € Sfl, implying that |8] > r 4+ 1. In addition, since
the embedding dimension of D is also r, we conclude that the embedding dimension
of D; is r for i = 1,2. Similarly, the embedding dimension of D[a; N az] is also 7.

Since U € M ¥+ gatisfies (2.11), we have that

i U0 I, 0
ROY=R||U/ o] |nR|[]0 UL
0 I, 0 U

Note that we have partitioned U; = [U; ﬁe] € MFEXHD g6 that U = [0/ ﬁe] €

MleaneeX(r+1) g5 5 — 1 2. Moreover, we have used the fact that the embedding
dimension of D; is r so that t; = for i = 1, 2.

We claim that Uy’ and U4 have full-column rank and that R(U;") = R(UY). First
we let Y := K'(D[a; Uag]). Then Y € Kf (€¥(an, D1)). By Theorem 2.3, there exists

71 € SE_”TH such that

U0 vl ool
v=|ur olz|Uur o
0 I,;g 0 I,;g

Therefore, Y[a; Nao] = U} 0)Z:[U} 0|7 € UySTH(UNT, so
R(Y e Naz]) € R(UY).
Furthermore, since K(Y) = D[y U ag], we have that (Y [aq Nag]) = D[ Nas] =
K(KT(D]on N az))), so Yy Nag] € KT (D[a; Nas]) + N(K). Since N(K) = R(D.),
there exists a vector y such that
Y[ai Nag] = KN(D]an Nas]) + De(y) = KT (D[ar Nag)) + yel + ey”.

By Lemma 2.1, y € R([KT(D[a; Nay]) e]). Therefore,

R(Y[o1 Naz)) =R ([KN(Djen Naa]) e]).
Moreover, rank KT (D[a; N ag]) = r and K'(D[a; Nag))e =0, so

r+1=dimR(Y]a1 Nag]) <dimR(UY) <r+1.
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Therefore, U{" has full-column rank, and R(Uy) = R(Y[a1 N ag]). Similarly, we can
show that U} has full-column rank and that R(UY) = R(Y[a1 Naz]), so we conclude
that R(UY) = R(UY).

We now claim that ¢ = r, where U € M**(*+D gatisfies (2.11). Since U}, UY €
M leanezx(r+) have full-column rank and R(U}') = R(UY), we have by Lemma 2.9
that R(U) = R(U1) = R(Uz), where

. Uy _ uy(uy)tuy
U, = uy and Uj:= Uy
Us(Us)tuy U;

Therefore,
t+1=dimR{U) =dimR(U1) = dimR(U2) =r + 1,

so we have t = r as claimed.

Recall that Y = ICT(D[OQ U Ozg]), soY € Mi=1,2 ICT(gk(Oél,Dl)) Thus, Theo-
rem 2.7 implies that there exists Z € S such that Y = (UV)Z(UV)T. Observe that
K(Y[8]) = D[8] = D. Thus,

K ((UsV)Z(UsV)") = D,
implying that
K'K ((UsV)Z(UsV)T) = B.

Since K K is the projection onto R(K*) = S¢, we have that KT KC(-) = J(-).J. There-
fore, we have that Z satisfies (2.15). It remains to show that (2.15) has a unique
solution. Let A := JUV € MIPIXT - Then AZAT = B and rank(B) = r im-
plies that rank(A) > r, so A has full-column rank. This implies that (2.15) has a
unique solution and that Z = ATB(A")T = Z. Finally, since Y = (UV)Z(UV)T and
Doy Uas] = K(Y), we get (2.16). O

The following result shows that if we know the minimal face of ST containing
KT(D) and we know a small submatrix of D, then we can compute a set of points in
R" that generate D by solving a small equation.

COROLLARY 2.11. Let D € &™ with embedding dimension r, and let 5 C 1:n.
Let U € M™ 0D satisfy

face KT (D) = (US;'UT) N Se,

let Ug :=U|B,:], and let [V ﬁ] € M be orthogonal. If D[B] has embedding
dimension r, then

(JUsV)Z(JUsV)" = K'(D[B])
has a unique solution Z € 8%, and D = K(PPT), where P := UV Z'/? € R"*",

Proof. Apply Theorem 2.10 with a1 = ap = 1:n. O
Remark 2.12. A more efficient way to calculate Z uses the full rank factorization

T
B=QD"?(QD'?), Q'Q=1, DeSs},.
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Let C = (JUsV)T(QD'?). Then Z in (2.14) can be found from Z = CC”. Note that
our algorithm postpones finding Z until the end, where we can no longer perform any
clique reductions. At each iteration, we compute the matrix U that represents the
face corresponding to the union of two cliques; U is chosen from one of U; for i = 1,2
n (2.13). Moreover, for stability, we maintain UTU = I, Ue, ;| = ae.

For many of our test problems, we can repeatedly apply Theorem 2.10 until there
is only one clique left. Since each repetition reduces the number of cliques by one,
this means that there are at most n such steps.

2.2.2. Singular facial reduction with intersection embedding dimension
r —1. We now show that if the embedding dimension of the intersection is r —1 (i.e.,
deficient), then we can find at most two completions. If exactly one of these two
completions is feasible in the sense that it satisfies the related distance equality con-
straints and, if included, the related lower bound inequality constraints obtained from
the radio range R, then we have identified the unique completion; see Figure 2.3. We
first need the following extension of Lemma 2.9 on the intersection of two structured
subspaces for the case where the common middle blocks are not full rank.

5}

Fic. 2.3. Two clique reduction with intersection having embedding dimension < r.

LEMMA 2.13. Let U;, U;, U; for i = 1,2 be defined and appropriately blocked as
in Lemma 2.9, with U € M having rank r for i =1,2 and R(U}) = R(UY).
Let 0 # u; € N(U!) fori=1,2. If U € MOV satisfies R(U) = R(U1) N R(Us),
thent=r+1 and

) U{ 0 ) 0
RU) = R uy 0 =R | |1 0
U; (U")TU Ubus Ubus
(2.17) - _ o
(U (UnHtuy Ujuy o [Ulw
U} 0 i | 0 ]

Moreover, if e,41 € R s thg (r + 1)st standard unit vector and Uje,4+1 = ;e for
some a; # 0 fori=1,2, then Ue,41 = aze fori=1,2.
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Proof. From the definitions, x € R(U) if and only if

x1 Ujvy w ; "
1 1

(2-18) T = |T2| = {/Ul = Ué”wz for some v = [v } ,W = [w ] .
I3 (%) Uéwg 2 2

Since R(U7y) = R(UY) and U/’,i = 1,2 are both rank r, we conclude that zo =
Uj'vy = UYws for some vy, ws if and only if x5 € R(U{') with vy, ws determined by

vy = (U] 3 + aquy for some a; € R, wy = (UYYTU vy + aouy for some ay € R.
In other words, we get

x9 = Uj'vy = Ul wsy for some vy, ws
(2.19) if and only if
xy = Ul'vy for some v with wy = (UY) U{'v; + azus for some as € R.

After substituting for vy with vy = Ubwe = Us((UY)TU{v1 + agus), we conclude that
(2.18) holds if and only if the first equality in (2.17) holds; i.e., (2.18) holds if and
only if

I U{’Ul
r= |1o| = 11 for some v1, ao,
UL(u” TU// U!
z3 5(U3) U1 + aoUjus

where
Vg = Ué(Ué’)TU{I’Ul + OQUéUg, w1 = U{Ul, w9 = (Ué’)TU{/’Ul —+ aous.

The second equality in (2.17) follows similarly. The last statements about U e, 11
follow as in the proof of Lemma 2.9. O

In the rigid case in Theorem 2.10, we use the expression for U from Lemma 2.9
to obtain a unique Z in order to get the completion of D[a; U az]. The Z is unique
because the r + 1 columns of U that represent the new clique oy U ap are linearly
independent, e € R(U), rank(B) = r, and Be = 0. This means that the solution C
of (JUZV)C = QD'? in Remark 2.12 exists and is unique. (Recall that JUZV is
full-column rank.) This also means that the two matrices, U; and Us, that represent
the cliques, a1 and as, respectively, can be replaced by the single matrix U without
actually calculating C; we can use U to represent the clique a; U s and complete all
or part of the partial EDM Doy U ap] only when needed.

We have a similar situation for the singular intersection case following
Lemma 2.13. We have the matrix U to represent the intersection of the two sub-
spaces, where each subspace represents one of the cliques, oy or as. However, this is
not equivalent to uniquely representing the union of the two cliques, oy or as, since
there is an extra column in U compared to the nonsingular case. In addition, since
rank(B) = r—1, then JU3V is not necessarily full-column rank. Therefore, there may
be infinite solutions for C' in Remark 2.12; any C € (JUgV)! (QDY?) + N (JUsV)
will give us a solution. Moreover, these solutions will not necessarily satisfy
K(UC)UC)T) = D[ag U ag]. We now see that we can continue and use the U
to represent a set of cliques rather than just a; U ap. Alternatively, we can use other
relevant distance equality constraints or lower bound constraints from the radio range
R to determine the correct C' in order to get the correct number of columns for U; we
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can then get the correct completion of D[y U ag] if exactly one of the two possible
completions with embedding dimension r is feasible.

THEOREM 2.14. Let the hypotheses of Theorem 2.10 hold with the special case
that UiTUi =1, Uery1 = aye for i = 1,2. In addition, let U be defined by one of the
expressions in (2.17) in Lemma 2.13. Fori = 1,2, let 3 C 6; C a; and A; == JUs,V,
where Us, == U(8;,:). Furthermore, let B; := K'(D[8;]), define the linear system

A ZAT = B,

(2.20) AzAT — By

and let Z € S be a particular solution of this system (2.20). If the embedding di-
mensions of D[d1] and D[83] are both r but the embedding dimension of D := D|f] is
r — 1, then the following holds:
1. dimN(A4;) =1 fori=1,2.
2. Fori=1,2, letn; € N(A;), |nill2 = 1, and AZ := nynd +nonT. Then Z is
a solution of the linear system (2.20) if and only if

(2.21) Z=Z+71AZ for someT € R.

3. There are at most two nonzero solutions, 71 and T2, for the generalized eigen-
value problem —AZv = 17Zv, v #0. Set Z; == Z + T%AZ fori=1,2. Then

Dlay U] € {(K(OVZVTUT) i =1,2}.

Proof. We follow a similar proof as in the nonsingular case. For simplicity, we
assume that 6; = «; for i = 1,2 (choosing smaller §; can reduce the cost of solving
the linear systems).

That a particular solution Z exists for the system (2.20) follows from the fact
that U provides a representation for the intersection of the two faces (or the union of
the two cliques).

Since the embedding dimension of D is 7 — 1, we have rank(B) = r — 1. Further-
more, we have Be =0 and B € Sf‘, implying that || > r. Without loss of generality
and for simplicity, we assume that | 3] = r. Therefore, there exists 0 # u; € N(U}’) for
i =1,2. From Lemma 2.13, we can assume that we maintain UiTUi =1, Uier+1 = qe
for some «; # 0 for i = 1,2. Therefore, the action of V is equivalent to removing the
r + 1 column of U;. We can then explicitly use u; to write down n; € N'(4;). By
construction, we now have A;(nynd +nanT)AT =0 fori =1,2.

From the first expression for U in (2.17), we see that the choices for n; and ns
in the first part are in the appropriate nullspaces. The dimensions follow from the
assumptions on the embedding dimensions.

The second part now follows from the definition of the general solution of a linear
system of equations; i.e., the sum of a particular solution with any solution of the
homogeneous equation.

The third part now follows from the role that U plays as a representation for the
union of the two cliques. O

Remark 2.15. As above in the nonsingular case, a more efficient way to calculate
Z uses the full rank factorization

B; = QDY/? (Q-Dl/2)T QTQ;=1,, DieS.., i=12
i i ) i Wi — A i 4+ — L4

(We have assumed that both have embedding dimension r, although we need only
one that does.) We solve the equations A;C' = (QiDl-l/Q)Qi, Q:QT =1 fori=1,2 for
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the unknowns C, and Q; for i = 1,2. Then a particular solution Z in (2.20) can be
found from Z = CCT. Note that the additional orthogonal matrices @Q; for i = 1,2
are needed since they still allow A;C(A;C)T = B; for i = 1,2. Also, without loss of
generality, we can assume Q1 = I.

2.3. Clique initialization and node absorption. Using the above clique re-
ductions, we now consider techniques that allow one clique to grow/absorb other
cliques. This applies Theorem 2.10. We first consider an elementary and fast tech-
nique to find some of the existing cliques.

LEMMA 2.16. For each i € {1,...,n}, use half the radio range, and define the
set

C; = {jE {1,...,n}:Dij < (R/Q)Z}

Then each C; corresponds to a clique of sensors that are within radio range of each
other.

Proof. Let j,k € C; for a given ¢ € {1,...,n}. An elementary application of the
triangle inequality shows that \/(Djx) < v/(Dj;) + /(Dri) < R. O

We can now assume that we have a finite set of indices C C Z, corresponding
to a family of cliques, {C;};cc. We can combine cliques using the reductions given
in Theorems 2.10 and 2.14. We now see how a clique can grow further by absorbing
individual sensors; see Figure 2.4.

J
F1a. 2.4. Absorption with intersection having embedding dimension .

COROLLARY 2.17. Let Cy for k € C be a given clique with node l ¢ Cy, B =
{J1,- -, Jr41} € Ck such that the distances Dyj,, for i =1,...,r + 1 are known. If

(2.22) rank KT (D[A]) =,

then 1 can be absorbed by the clique Cy and we can complete the missing elements in
column (row) | of D|Cy U {l}].

Proof. Let a1 := Ck, a2 := {j1,.--,Jr+1,1}, and B := a1 Nag = {j1,. .., Jr+1}-
Then the conditions in Theorem 2.10 are satisfied, and we can recover all the missing
elements in D[C), U {l}]. 0
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2.3.1. Node absorption with degenerate intersection. We can apply the
same reasoning as for the clique reduction in the nonsingular case, except now we
apply Theorem 2.14. To obtain a unique completion, we test the feasibility of the two
possible completions against any related distance equality constraints or, if included,
any related lower bound inequality constraints. See Figure 2.5.

J
Fic. 2.5. Degenerate absorption with intersection with embedding dimension less than r.

COROLLARY 2.18. Let Cy for k € C be a given clique with node | ¢ Cy, 5 =
{j1,...jr} € Ck such that the distances Dyj, for i =1,...,r are known. If

(2.23) rank KT(D[F]) = r — 1,

then we can determine two possible completions of the distances. If exactly one of
these two completions is feasible, then I can be absorbed by the clique Cyx. We can also
complete the missing elements in column (row) I of D[C) U {l}].

Proof. Let oy := Ck, ag := {j1,...,4r, 1}, and B := a1 Naa = {j1,...,Jr}
Then the conditions in Theorem 2.14 are satisfied, and we can recover all the missing
elements in D[Cj U {{}]. 0

3. SNLSDPclique facial reduction algorithm and numerical results. Our
SNLSDPclique algorithm starts by forming a clique C; around each sensor ¢. If and
when we use this clique, we find a subspace representation from the r eigenvectors
corresponding to the r nonzero eigenvalues of B = KT (D[Cj]).

The algorithm then grows and combines cliques using Theorems 2.10 and 2.14
and Corollaries 2.17 and 2.18. In particular, we do not complete the EDM each time
we combine or grow cliques; i.e., we do not evaluate the missing distances. Instead,
we use the subspace representations of the corresponding faces of the SDP cone and
then find the intersection of the subspaces that represent the faces. This yields a
subspace representation of the new smaller face representing the union of two cliques.
This is based on Lemmas 2.9 and 2.13 and is therefore inexpensive.

Once we cannot, or need not, grow cliques, we complete the distances using
Corollary 2.11. This is also inexpensive. Finally, we rotate and translate the anchors
to their original positions using the approach outlined in [13]. We have provided an
outline of our facial reduction algorithm SNLSDPclique in Algorithm 1.
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ALGORITHM 1: SNLSDPclique A FACIAL REDUCTION ALGORITHM.

input : Partial n x n EDM D,, and anchors A € R™*";
output: X € RI%I*" where C; is the largest final clique that contains the
anchors;

1 Let C:={1,...,n+1};
2 Let {C;}icc be a family of cliques satisfying i € C; for alli =1,...,n; /* For

example, by Lemma 2.16, we could choose C;:={j: (D,);; < (R/2)?}

for i=1,...,n. Alternatively, we could simply choose C;:= {i} for
i=1,...,n. x*/

Let Cpy1:={n—m+1,...,n}; /* Cpy1 is the clique of anchors */
/* GrowCliques */
Choose MAXCLIQUESIZE > r + 1; /* For example,

MAXCLIQUESIZE := 3(r + 1) */

5 for i € C do

while (|C;| < MAXCLIQUESIZE) and (3 a node j adjacent to all nodes in

CZ) do
| C,:=C,U{j}
end
9 end
/* ComputeFaces */
10 for i € C do
11 Compute Up, € RIC:*+1) o represent face for clique Cj; /* see
Theorem 2.3 */
/* Alternatively, wait to compute Up, when first needed. This
can be more efficient since Up, is not needed for every
clique. x/
12 end
13 repeat
14 if |C; NCj| >r+1 for some i,j € C, then
15 | RigidCliqueUnion(C;,C;); /* see Algorithm 2 */
16 else if |C; NN ()] > 7+ 1 for some i € C and node j, then
17 | RigidNodeAbsorption(C},j); /* see Algorithm 3 */
18 else if |C; N Cj| =7 for some i,j € C, then
19 | NonRigidCliqueUnion(C;,C}); /* see Algorithm 4 */
20 else if |C; NN (j)| = for some i € C and node j, then
21 | NonRigidNodeAbsorption(C},j5); /* see Algorithm 5 */
22 end
23 until not possible to decrease |C| or increase |C;| for some i € C;

24
25
26

27

28
29
30
31

Let C; be the largest clique that contains the anchors;
if clique C; contains some sensors, then

Compute a point representation P € RIC*" for the clique Cj; /* see
Cor. 2.11 */
Compute positions of sensors X € RUIC:I=)>" iy clique C; by rotating P
to align with anchor positions A € R™*"; /* see Ding et al. [13,
Method 3.2] */
return X;

else

| return X :=0;
end
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ALGORITHM 2: RigidCliqueUnion.

input : Cliques C; and Cj such that |C; N Cj| > r+1;

Load Up, € RI% X1 and Up, € RI*("+1) representing the faces
corresponding to the cliques C; and C}, respectively;

Compute U € RICUC X1 ysing one of the two formulas in (2.13) from
Lemma 2.9, where U; = Up,, Uz = Up,, and k = |C; N C}j|; /* see
Theorem 2.7 */

Update C; := C; U Cy;

4 Update Up, := U,
5 Update C:=C\ {j};

ALGORITHM 3: RigidNodeAbsorption.

=

input : Clique C; and node j such that |C; "N (j)] > r + 1;

Load Up, € RICiI*(r+1) representing the face corresponding to clique Cj;

2 if C; NN (j) is not a clique in the original graph, then

Use Up, to compute a point representation P; € RICi1X" of the sensors in
Ci;

/* see Cor. 2.11 */
Use P; to compute the distances between the sensors in C; NN (5);

5 end
6 Use the distances between the sensors in (C; NN (5)) U {j} to compute the

matrix Up, € RUGONOGIFDX(+1) representing the face corresponding to the

clique (C; NN () U{s}; /* see Theorem 2.3 */
Compute U € RUCIHDXH1) ysing one of the two formulas in (2.13) from
Lemma 2.9, where Uy = Up,, Uy = Up,, and k = |C; NN (j)]; /* see

Theorem 2.7 */

8 Update C; := C; U {j};
9 Update Up, :=U,;

ALGORITHM 4: NonRigidCliqueUnion.

input : Cliques C; and Cj; such that |C; N Cj| =;

Load Up, € RICI*(+1) and Us, € RICi 1% (r+1) representing the faces
corresponding to the cliques C; and C}, respectively;
Using Up, and Ug,, find the two point representations of the sensors in
C; U Cj;
/* see Theorem 2.14 */

3 if ezactly one of these two point representations is feasible, then

o N O o«

Use the feasible point representation to compute U € RICiVC; X (r+1)

representing the face corresponding to the clique C; U Cj; /* see
Theorem 2.3 */

Update Ol = CZ U Oj;

Update Up, := U;

Update C :=C\ {j};

end
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ALGORITHM 5: NonRigidNodeAbsorption.
input : Clique C; and node j such that |C; NN (5)| = r;

Load Up, € RICiIX(r+1) representing the face corresponding to clique Cj;
2 if C; NN(j) is not a clique in the original graph, then
Use Up, to compute a point representation P; € RICilxr
Ci;

=

of the sensors in

/* see Cor. 2.11 %/
Use P; to compute the distances between the sensors in C; NN (5);
5 end
6 Use the distances between the sensors in (C; NN (5)) U {j} to compute the
matrix Up; € RUCAN@)I+1)x(r+1) representing the face corresponding to the
clique (C; NN(5) U {j}; /* see Theorem 2.3 */
7 Using Up, and Up,, find the two point representations of the sensors in
Ciu{jh
/* see Theorem 2.14 */
8 if exactly one of these two point representations is feasible, then
Use the feasible point representation to compute U € RIC:VC; X (r+1)
representing the face corresponding to the clique C; U {j}; /* see
Theorem 2.3 */
10 Update C; := C; U{j};
11 Update Up, := U;
12 end

3.1. Numerical tests. Our tests are on problems with sensors and anchors ran-
domly placed in the region [0, 1]” by means of a uniform random distribution. We vary
the number of sensors from 2000 to 10000 in steps of 2000 and the radio range R from
.07 to .04 in steps of —.01. We also include tests on very large problems with 20000
to 100000 sensors. In our tests, we did not use the lower bound inequality constraints
coming from the radio range; we used only the equality constraints coming from the
partial EDM. Our tests were done using the 32-bit version of MATLAB R2009b on a
laptop running Windows XP with a 2.16 GHz Intel Core 2 Duo processor and with 2
GB of RAM. The source code used for running our tests has been released under a GNU
General Public License and has been made available from the authors’ websites.

We, in particular, emphasize the low CPU times and the high accuracy of the
solutions we obtain. Our algorithm compares well with the recent work in [23, 28],
where they use, for example, R = .06 for n = 1000, 2000, R = .035 for n = 4000, and
R = .02 for n = 10000, and they also use 10% of the sensors as anchors and limit the
degree for each node in order to maintain a low sparsity for the graph.

Tables 3.1, 3.2, and 3.3 shown later in this paper contain the results of our tests
on noiseless problems. These tables contain the following information:

1. # sensors, r, # anchors, and R: We use m = (#anchors), n =
(#sensors) + (#anchors), and r to generate ten random instances of
P1,---,Pn € R"; the last m points are taken to be the anchors. For each
of these ten instances and for each value of the radio range R > 0, we gener-
ate the n x n partial EDM D, according to

(Dp)ij = lpi —p;lI*> if |pi — pj|l < R or both p; and p; are anchors,
brw unspecified otherwise.
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2. # Successful Instances: An instance was called successful if at least some,
if not all, of the sensors could be positioned. If, by the end of the algorithm,
the largest clique containing the anchors did not contain any sensors, then
none of the sensor positions could be determined, making such an instance
unsuccessful.

3. Average Degree: We have found that the average degree of the nodes of a
graph is a good indicator of the percentage of sensors that can be positioned.
In the results reported, we give the average of the average degree over all ten
instances.

4. # Sensors Positioned: We give the average number of sensors that could be
positioned over all ten instances. Note that below we indicate that the error
measurements are computed only over the sensors that could be positioned.

5. CPU Time: This indicates the average running time of SNLSDPclique over
all ten instances. This time does not include the time to generate the random
problems, but it does include all aspects of Algorithm 1, including the time
for GrowCliques and ComputeFaces at the beginning of the algorithm.

6. Max Error: This is the maximum distance between the positions of the
sensors found and the true positions of those sensors. This is defined as

Max Error := max ||p; — pEMEHQ-

i positioned
7. RMSD: This is the root-mean-square deviation (RMSD) of the positions of
the sensors found and the true positions of those sensors. This is defined as

1

1 3
RMSD: = | —— ; — true |2 .
(# positioned Z Ipi — pi |2>

i positioned

We note that for each set of ten random instances, the Max Error and RMSD values
reported are only the average Max Error and average RMSD values over the successful
instances; this is due to the fact that an unsuccessful instance will have no computed
sensor positions to compare with the true sensor positions.
We have three sets of tests on noiseless problems as follows:
1. In Table 3.1 we report the results of using only the RigidCliqueUnion step
(see Figure 2.2) to solve our random problems.
2. In Table 3.2 we report the results of increasing the level of our algorithm to
use both the RigidCliqueUnion and RigidNodeAbsorb steps (see Figures 2.2
and 2.4) to solve the random problems. We see that the number of sensors
localized has increased and that there has been a small, almost insignificant,
increase in the CPU time.
3. In Table 3.3 we report the results of increasing the level of our algorithm to
use steps RigidCliqueUnion, RigidNodeAbsorb, and NonRigidCliqueUnion
(see Figures 2.2, 2.4, and 2.3, respectively) to solve the random problems,
further increasing the class of problems that we can complete.
Testing a version of our algorithm that uses all four steps is still ongoing. From
the above results, we can see that our facial reduction technique works very well for
solving many instances of the SNL problem. We are confident that the results of our
ongoing tests will continue to show that we are able to solve an even larger class of
SNL problems.

3.2. Noisy data and higher dimensional problems. The above algorithm
was derived based on the fact that the SNL had exact data, i.e., for a given clique
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TABLE 3.1
Results of Algorithm 1 on noiseless problems, using step RigidCliqueUnion. The values for
Average Degree, # Sensors Positioned, and CPU Time are averaged over ten random instances.
The values for Max Error and RMSD wvalues are averaged over the successful instances.

# Successful | Average | # Sensors

# sensors| r | # anchors| R Instances | Degree | Positioned | CPU Time|Max Error| RMSD
2000 2 4 .07 9/10 14.5 1632.3 1ls 6e-13 2e-13
2000 2 4 .06 5/10 10.7 720.0 1ls le-12 4e-13

2000 2 4 .05 0/10 7.5 0.0 1ls - -

2000 2 4 .04 0/10 4.9 0.0 1ls - -
4000 2 4 .07 10/10 29.0 3904.1 2s 2e-13 6e-14
4000 2 4 .06 10/10 21.5 3922.3 2s 6e-13 2e-13
4000 2 4 .05 10/10 15.1 3836.2 2s 4e-13 2e-13
4000 2 4 .04 1/10 9.7 237.8 2s le-13 4e-14
6000 2 4 .07 10/10 43.5 5966.9 4s 3e-13 8e-14
6000 2 4 .06 10/10 32.3 5964.4 4s 2e-13 Te-14
6000 2 4 .05 10/10 22.6 5894.8 3s 3e-13 le-13
6000 2 4 .04 10/10 14.6 5776.9 3s Te-13 2e-13
8000 2 4 .07 10/10 58.1 7969.8 6s 3e-13 8e-14
8000 2 4 .06 10/10 43.0 7980.9 6s 2e-13 8e-14
8000 2 4 .05 10/10 30.1 7953.1 5s 6e-13 2e-13
8000 2 4 .04 10/10 19.5 7891.0 5s 6e-13 2e-13
10000 |2 4 .07 10/10 72.6 9974.6 9s 3e-13 Te-14
10000 |2 4 .06 10/10 53.8 9969.1 8s 9e-13 le-13
10000 |2 4 .05 10/10 37.7 9925.4 7s 5e-13 2e-13
10000 |2 4 .04 10/10 24.3 9907.2 7s 3e-13 le-13
20000 |2 4 .030 10/10 27.6 19853.3 17 s Te-13 2e-13
40000 |2 4 .020 10/10 24.7 39725.2 50 s 2e-12 6e-13
60000 |2 4 .015 10/10 21.0 59461.1 1m52s le-11 8e-13
80000 |2 4 .013 10/10 21.0 79314.1 3m24s 4e-12 le-12
100000 |2 4 .011 10/10 18.8 991744 | 5m42s 2e-10 9e-11

«, we had an exact correspondence between the EDM and the corresponding Gram
matrix B = K'(D[a]). To extend this to the noisy case, we apply a naive, greedy
approach. When the Gram matrix B is needed, then we use the best rank r positive
semidefinite approximation to B using the well-known Eckert—Young result; see, e.g.,
[16, Corollary 2.3.3].

LemMma 3.1. Suppose that B € S™ with spectral decomposition B =
- Nwgul Ay > ... > \,. Then the best positive semidefinite approzimation with
at most rank v is By =Y, (A)+wul, where (A;)+ = max{0, \;}.

We follow the multiplicative noise model in, e.g., [6, 8, 20, 23, 26, 28], i.e., the
noisy (squared) distances D;; are given by

2
Dij = (llpi — p;ll(1 + oeiz))”

where o > 0 is the noise factor and €;; is chosen from the standard normal distribution
N (0,1). We include preliminary test results in Table 3.4 for problems with 0-1%
noise with embedding dimension r = 2, 3. Note that we do not apply the noise to the
distances between the anchors.
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TABLE 3.2
Results of Algorithm 1 on mnoiseless problems, wusing steps RigidCliqueUnion and
RigidNodeAbsorb. The values for Average Degree, # Sensors Positioned, and CPU Time are aver-
aged over ten random instances. The values for Max Error and RMSD values are averaged over the
successful instances.

# Successful | Average| # Sensors
# sensors| r |# anchors| R Instances | Degree | Positioned | CPU Time|Max Error| RMSD
2000 2 4 .07 10/10 14.5 2000.0 1ls 6e-13 2e-13
2000 2 4 .06 10/10 10.7 1999.9 1ls 8e-13 3e-13
2000 2 4 .05 10/10 7.5 1996.7 1ls 9e-13 2e-13
2000 2 4 .04 9/10 4.9 1273.8 3s 2e-11 4e-12
4000 2 4 .07 10/10 29.0 4000.0 2s 2e-13 6e-14
4000 2 4 .06 10/10 21.5 4000.0 2s 6e-13 2e-13
4000 2 4 .05 10/10 15.1 3999.9 2s 6e-13 3e-13
4000 2 4 .04 10/10 9.7 3998.2 2s le-12 5e-13
6000 2 4 .07 10/10 43.5 6000.0 4s 3e-13 8e-14
6000 2 4 .06 10/10 32.3 6000.0 4s 2e-13 Te-14
6000 2 4 .05 10/10 22.6 6000.0 3s 3e-13 le-13
6000 2 4 .04 10/10 14.6 5999.4 3s 8e-13 3e-13
8000 2 4 .07 10/10 58.1 8000.0 6s 3e-13 Te-14
8000 2 4 .06 10/10 43.0 8000.0 5s 2e-13 8e-14
8000 2 4 .05 10/10 30.1 8000.0 5s 6e-13 2e-13
8000 2 4 .04 10/10 19.5 8000.0 4s Te-13 2e-13
10000 |2 4 .07 10/10 72.6 10000.0 9s 3e-13 Te-14
10000 |2 4 .06 10/10 53.8 10000.0 8s 3e-13 le-13
10000 |2 4 .05 10/10 37.7 10000.0 7s 5e-13 2e-13
10000 |2 4 .04 10/10 24.3 10000.0 6s 3e-13 le-13
20000 |2 4 .030 10/10 27.6 20000.0 17 s Te-13 2e-13
40000 |2 4 .020 10/10 24.7 40000.0 51s 2e-12 6e-13
60000 |2 4 .015 10/10 21.0 60000.0 1m53s 2e-12 Te-13
80000 |2 4 .013 10/10 21.0 80000.0 3m2ls 4e-12 le-12
100000 |2 4 .011 10/10 18.8 100000.0 | 5m 46 s 2e-10 9e-11
TABLE 3.3

Results of Algorithm 1 on noiseless problems, using steps RigidCliqueUnion, RigidNodeAbsorb,
and NonRigidCliqueUnion. The values for Average Degree, # Sensors Positioned, and CPU Time
are averaged over ten random instances. The values for Max Error and RMSD values are averaged
over the successful instances. The results of the tests with more than 6000 sensors remain the same
as in Table 3.2.

# Successful | Average | # Sensors
# sensors| r | # anchors| R Instances | Degree | Positioned | CPU Time|Max Error| RMSD
2000 2 4 .07 10/10 14.5 2000.0 ls 6e-13 2e-13
2000 2 4 .06 10/10 10.7 1999.9 1s 8e-13 3e-13
2000 2 4 .05 10/10 7.5 1997.9 ls 9e-13 2e-13
2000 2 4 .04 10/10 4.9 1590.8 5s 2e-11 Te-12
4000 2 4 .07 10/10 29.0 4000.0 2s 2e-13 6e-14
4000 2 4 .06 10/10 21.5 4000.0 2s 6e-13 2e-13
4000 2 4 .05 10/10 15.1 3999.9 2s 6e-13 3e-13
4000 2 4 .04 10/10 9.7 3998.2 3s le-12 5e-13
6000 2 4 .07 10/10 43.5 6000.0 4s 3e-13 8e-14
6000 2 4 .06 10/10 32.3 6000.0 4s 2e-13 Te-14
6000 2 4 .05 10/10 22.6 6000.0 3s 3e-13 le-13
6000 2 4 .04 10/10 14.6 5999.4 3s 8e-13 3e-13
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TABLE 3.4
Results of Algorithm 1 for problems with noise and r = 2,3, using RigidCliqueUnion and
RigidNodeAbsorb. The values for Average Degree, # Sensors Positioned, CPU Time, Max Error,
and RMSD are averaged over ten random instances.

Average | # Sensors
o # sensors | r | # anchors || R | Degree | Positioned | CPU Time | Max Error | RMSD
0 2000 2 4 .08 18.8 2000.0 1ls le-13 3e-14
le-6 2000 2 4 .08 18.8 2000.0 1ls 2e-04 4e-05
le-4 2000 2 4 .08 18.8 2000.0 ls 2e-02 4e-03
le-2 2000 2 4 .08 18.8 2000.0 1ls 2e+01 3e+00
0 6000 2 4 .06 32.3 6000.0 4s 2e-13 Te-14
le-6 6000 2 4 .06 32.3 6000.0 4s 8e-04 3e-04
le-4 6000 2 4 .06 32.3 6000.0 4s 9e-02 3e-02
le-2 6000 2 4 .06 32.3 6000.0 4s 2e+01 3e+00
0 10000 2 4 .04 24.3 10000.0 6s 3e-13 le-13
le-6 10000 2 4 .04 24.3 10000.0 6s 5e-04 2e-04
le-4 10000 2 4 .04 24.3 10000.0 6s 5e-02 2e-02
le-2 10000 2 4 .04 24.3 10000.0 7s 4e4-02 le+02
0 2000 3 5 .20 26.6 2000.0 1ls 3e-13 8e-14
le-6 2000 3 5 .20 26.6 2000.0 1ls Te-04 2e-04
le-4 2000 3 5 .20 26.6 2000.0 1ls 8e-02 2e-02
le-2 2000 3 5 .20 26.6 2000.0 ls 2e+-03 4e+02
0 6000 3 5 .15 35.6 6000.0 5s 3e-13 6e-14
le-6 6000 3 5 .15 35.6 6000.0 5s 1le-03 2e-04
le-4 6000 3 5 .15 35.6 6000.0 5s le-01 2e-02
le-2 6000 3 5 .15 35.6 6000.0 6s 9e+01 9e-+00
0 10000 3 5 .10 18.7 10000.0 9s 3e-12 2e-13
le-6 10000 3 5 .10 18.7 10000.0 10 s 4e-02 2e-03
le-4 10000 3 5 .10 18.7 10000.0 10 s 2e+4-00 8e-02
le-2 10000 3 5 .10 18.7 10000.0 10 s 4e4-02 le+01

3.3. Comparison with existing algorithms. We now compare our running
times and accuracy to the existing SDP-based algorithms. Currently, the Sparse Full
SDP (SFSDP) method of [20, 21] and the Log-barrier Penalty Coordinate Gradient
Descent (LPCGD) method of [23] are the most efficient SDP-based methods available.
Before these methods came out, the Edge-based SDP (ESDP) method from [28] was
the most efficient SDP-based algorithm for solving the sensor network localization
problem.

First we note that most of the tests run in [21] and [23] have 10% of the nodes in
the network as anchors and 90% as sensors. The reason for having so many anchors
is that SDP-based methods typically require the sensors to be in the convex hull of
the anchors in order to return good solutions. If the anchors are chosen randomly,
this requirement can be met by having many anchors. However, we found that our
SNLSDPclique algorithm is capable of returning very good solutions even with only
a few randomly placed anchor nodes. Indeed, we ran the SFSDP code on random
instances like those in our tests and found that sensors far away from the convex hull
of the anchors were very poorly localized. Therefore, a side-by-side comparison is
difficult since the SFSDP method requires many anchors, whereas we need only a few
anchors.
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Another major difference between the SFSDP and LPCGD methods and our
SNLSDPclique algorithm is that they require very sparse problems in order to run
efficiently (for example, edge-sparsification heuristics are used in [21] and [23] to speed
up their computations), whereas we are able to handle problems with many distance
constraints quite efficiently. In fact, we can see from Table 3.3 that having too few
distance constraints can be a problem for us since we may not be able to localize all
the sensors in the network. Again, this fact makes a side-by-side comparison of our
algorithm with the SFSDP and LPCGD methods difficult.

From the results in [23], we see that the best variant of the LPCGD method
requires about twice as much CPU time as the times reported in Table 3.2 for problems
with up to 10, 000 nodes; moreover, the LPCGD method can attain RMSD values only
on the order of le-3 for noiseless problems. However, we see in Table 3.2 that our
SNLSDPclique algorithm attains RMSD values on the order of le-13 for noiseless
problems, regardless of problem size. For noisy problems with a 1% noise factor, the
LPCGD method again attains RMSD values on the order of 1e-3 (see [23]); however,
from Table 3.4 we see that our SNLSDPclique algorithm can attain RMSD values only
on the order of 1 to 100 for problems with a 1% noise factor.

From the latest results in [21], we see that the SFSDP method is able to attain
RMSD values on the order of le-3 for two-dimensional problems with noise factors
from 1-20%; however, the computation times are roughly six minutes for a problem
with 6000 nodes with four anchors at the corners of [0, 1]%, three minutes for a prob-
lem with 9000 sensors and 1000 randomly placed anchors, and nine minutes for a
problem with 18000 sensors and 2000 randomly placed anchors. The CPU times we
obtain for the SNLSDPclique algorithm in Table 3.2 are orders of magnitude smaller
than the running times for the SFSDP method, although the RMSD values we obtain
for noisy problems in Table 3.4 are much larger than those reported in [21] for the
SFSDP method, unless the noise factor is very small, say, less than le-6.

In conclusion, we find that our SNLSDPclique algorithm clearly outperforms the
existing methods in terms of CPU time and accuracy on problems with very low noise.
However, our method currently does not do anything special to handle noisy problems
(for example, no refinement technique was used in our tests), and at this time we find
that it is not competitive with the existing methods for accurately solving problems
with medium to high noise. We feel confident that combining our facial reduction
algorithm together with techniques for handling noise will produce a code that will
be highly competitive in terms of both CPU time and solution accuracy.

4. Conclusion. The SDP relaxation of SNL is highly (implicitly) degenerate
since the feasible set of this SDP is restricted to a low dimensional face of the
SDP cone, resulting in the failure of the Slater constraint qualification (strict fea-
sibility). We take advantage of this degeneracy by finding explicit representations of
intersections of faces of the SDP cone corresponding to unions of intersecting cliques.
In addition, from these representations we force further degeneracy in order to find
the minimal face that contains the optimal solution. In many cases, we can efficiently
compute the exact solution to the SDP relaxation without using any SDP solver.

In some cases it is not possible to reduce the problem down to a single clique. How-
ever, in these cases, the intersection of the remaining faces returned by SNLSDPclique
will produce a face containing the feasible region of the original problem. This face
can then be used to reduce the problem before passing the problem to an SDP solver,
where, for example, the trace of the semidefinite matrix can be maximized [7] to try
to keep the embedding dimension small. As an example, if the problem is composed
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of disjoint cliques, then Corollary 2.6 can be used to significantly reduce the problem
size. This reduction can transform a large intractable problem into a much smaller
problem that can be solved efficiently via an SDP solver.
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