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#### Abstract

This note presents an algorithm that finds the cone of directions of constancy of a differentiable, faithfully convex function.
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## 1. Introduction

For a function $f: R^{n} \rightarrow R$, the cone of directions of constancy of $f$ at $x \in R^{n}$ is defined as

$$
D_{f}(x)=\left\{d \in R^{n}: \exists \bar{\alpha}>0 \ni f(x+\alpha d)=f(x) \text { for all } 0<\alpha<\bar{\alpha}\right\} .
$$

If $f$ is a differentiable convex function, then $D_{f}(x)$ is a convex cone (e.g., Ref. 1).

The cone of directions of constancy has been recently used in various characterizations of optimality (e.g., Refs. 1-4) and numerical algorithms (e.g., Ref. 5). This cone is of particular importance when $f$ belongs to the class of faithfully convex functions, i.e., convex functions which are not affine along any line segment, unless they are affine along the entire line extending the segment (e.g., Ref. 6). In this case, this cone is a subspace independent of the choice of $x$ (e.g., Ref. 4). The class of faithfully convex functions is large and it includes all analytic convex functions as well as all strictly convex functions. Note that, in the case of faithfully convex functions, one can, by using the cone of directions of constancy, produce dual programs which are linearly constrained (e.g., Ref. 6).

[^0]
## 2. Algorithm

Suppose that $f: R^{n} \rightarrow R$ is a differentiable faithfully convex function. In this section, we formulate an algorithm that finds $D_{f} \cap \mathscr{R}\left(A_{0}\right)$, where $D_{f}$ is the cone of directions of constancy, $A_{0}$ is any specified $n \times p$ matrix, and $\mathscr{R}\left(A_{0}\right)$ denotes the range space of $A_{0}$. Calculation of the intersection $D_{f} \cap \mathscr{R}\left(A_{0}\right)$ is useful in the situation when the intersection of two or more cones of directions of constancy is needed (e.g., Ref. 4). If $A_{0}=I$, the identity matrix, then the algorithm calculates the cone of directions of constancy of $f$.

The algorithm is based on the fact that $D_{f}$ lies in the orthogonal complement of $\nabla f(x)$, the gradient of $f$ at $x$. By repeatedly considering the restriction of $f$ to this orthogonal complement, we calculate $D_{f}$.

First we need a useful observation which is given without proof.
Lemma 2.1. Suppose that $0 \neq d \in R^{k}$ and $i_{0}$ is the smallest positive integer such that the $i_{0}$ th component of $d$ is nonzero, i.e., $d_{i_{0}} \neq 0$. Let

$$
A=\left[\begin{array}{c:c}
I_{\left(i_{0}-1\right) \times\left(i_{0}-1\right)} & 0 \\
\hdashline & d_{i_{0}+1} / d_{i_{0}} \ldots d_{k} / d_{i_{0}} \\
0 & -I_{\left(k-i_{0}\right) \times\left(k-i_{0}\right)}
\end{array}\right] .
$$

Then,

$$
\mathscr{R}(A)=\mathcal{N}(d),
$$

where $\mathcal{N}(d)$ denotes the null space of $d$.
Let $E_{k}=\left\{e_{i} ; i=1, \ldots, k\right\}$ denote the set of unit vectors in $R^{k}$ and $A_{0} \in R^{n \times p}$ be given.

## Algorithm

Initialization. Set $P_{0}=A_{0}$ and $i=1$.
$i$ th step, $1 \leqslant i \leqslant p$. Find a point $x$ in the set of $p-i+2$ vectors $\{0\} \cup$ $E_{p-i+1}$ such that

$$
\begin{equation*}
\nabla f\left(P_{i-1} x\right) P_{i-1} \neq 0 \tag{1}
\end{equation*}
$$

Case (i). If such an $x$ exists and $i<p$, then, using Lemma 2.1, determine

$$
A_{i} \in R^{(p-i+1) \times(p-i)}
$$

such that

$$
\begin{equation*}
\mathscr{R}\left(A_{i}\right)=\mathcal{N}\left(\nabla f\left(P_{i-1} x\right) P_{i-1}\right) \tag{2}
\end{equation*}
$$

Set

$$
P_{i}=P_{i-1} A_{i}
$$

and proceed to step $i+1$.
Case (ii). If such an $x$ exists but $i=p$, then stop.
Conclusion. $\quad D_{f} \cap \mathscr{R}\left(A_{0}\right)=\{0\}$.
Case (iii). If such an $x$ does not exist, then stop.
Conclusion. $\quad D_{f} \cap \mathscr{R}\left(A_{0}\right)=\mathscr{R}\left(P_{i-1}\right)$.
Theorem 2.1. Suppose that $f: R^{n} \rightarrow R$ is a faithfully convex function and $A_{0}$ is some given $n \times p$ matrix. Then, the above algorithm finds $D_{f} \cap \mathscr{R}\left(A_{0}\right)$ in at most $p-s+1$ steps, where

$$
s=\operatorname{dim}\left(D_{f} \cap \mathscr{R}\left(A_{0}\right)\right)
$$

Proof. Let $x^{i}$ denote the point $x$ which satisfies (1) at the $i$ th step; and, for $i \geqslant 0$, let $f_{i}=f \circ P_{i}$ denote the composite function formed by applying first $P_{i}$ and then $f$. By the linearity of $P_{i}, f_{i}$ is a faithfully convex function and so $D_{f_{t}}$ is a fixed subspace of $R^{p-i}$. Furthermore,

$$
\nabla f_{i}(x)=\nabla f\left(P_{i} x\right) P_{i}
$$

Now, suppose that Case (i) has occurred, i.e.,

$$
\begin{gathered}
x^{i} \in\{0\} \cup E_{p-i+1}, \\
\nabla f_{i-1}\left(x^{i}\right)=\nabla f\left(P_{i-1} x^{i}\right) P_{i-1} \neq 0,
\end{gathered}
$$

and $i<p$. Let us show that

$$
\begin{equation*}
D_{f} \cap \mathscr{R}\left(A_{0}\right)=P_{i} D_{f_{i}} \tag{3}
\end{equation*}
$$

First, let us show that

$$
\begin{equation*}
D_{f} \cap \mathscr{R}\left(A_{0}\right)=A_{0} D_{f_{0}} \tag{4}
\end{equation*}
$$

Suppose that $d \in D_{f_{0}}$. This means that

$$
f_{0}(\alpha d)=f_{0}(0)
$$

for all $\alpha \in R$. By definition of $f_{0}$ and the linearity of $A_{0}$, this gives

$$
f\left(\alpha A_{0} d\right)=f(0)
$$

for all $\alpha \in R$, i.e., $A_{0} d \in D_{f}$. Furthermore, since $A_{0} d \in \mathscr{R}\left(A_{0}\right)$,

$$
A_{0} d \in D_{f} \cap \mathscr{R}\left(A_{0}\right)
$$

Conversely, suppose that $d \in D_{f} \cap \mathscr{R}\left(A_{0}\right)$. Then, there exists a $\bar{d} \in R^{p}$ such that

$$
d=A_{0} \bar{d} \quad \text { and } \quad f\left(\alpha A_{0} \bar{d}\right)=f(0)
$$

for all $\alpha \in R$. Again, by definition of $f_{0}$ and the linearity of $A_{0}$, we get that

$$
f_{0}(\alpha \bar{d})=f_{0}(0)
$$

for all $\alpha \in R$, i.e., $\bar{d} \in D_{f_{0}}$, where $d=A_{0} \bar{d}$. This proves (4).
Next, let us show that

$$
\begin{equation*}
D_{f_{i-1}}=A_{i} D_{f_{i}}, \quad i \geqslant 1 \tag{5}
\end{equation*}
$$

Suppose that $d \in D_{f_{i}}$. This means that

$$
f_{i}(\alpha d)=f_{i}(0)
$$

for all $\alpha \in R$. Since

$$
f_{i}=f_{i-1} \circ A_{i},
$$

we get that

$$
f_{i-1}\left(\alpha A_{i} d\right)=f_{i-1}(0)
$$

for all $\alpha \in R$; i.e.,

$$
A_{i} d \in D_{f_{i-1}}
$$

Conversely, suppose that $d \in D_{f_{i-1}}$, i.e.,

$$
f_{i-1}(\alpha d)=f_{i-1}(0)
$$

for all $\alpha \in R$. But

$$
D_{f_{i-1}} \subset \mathcal{N}\left(\nabla f_{i-1}\left(x^{i}\right)\right)
$$

and

$$
\mathcal{N}\left(\nabla f_{i-1}\left(x^{i}\right)\right)=\mathcal{N}\left(\nabla f\left(P_{i-1} x^{i}\right) P_{i-1}\right)=\mathscr{R}\left(A_{i}\right),
$$

by (2). Therefore, there exists a $\bar{d} \in R^{p-i}$ such that $d=A_{i} \bar{d}$. So,

$$
f_{i}(\alpha \bar{d})=f_{i-1}\left(\alpha A_{i} \bar{d}\right)=f_{i-1}(\alpha d)=f_{i-1}(0)=f_{i}(0)
$$

for all $\alpha \in R$, i.e., $\bar{d} \in D_{f_{i}}$ and $d=A_{i} \bar{d}$. This proves (5).
By repeated substitution of (5) into (4), one gets that

$$
D_{f} \cap \mathscr{R}\left(A_{0}\right)=A_{0} D_{f_{0}}=A_{0} A_{1} D_{f_{1}}=\cdots=P_{i} D_{f_{i}}
$$

which proves (3).

Now, suppose that Case (ii) has occurred, i.e.,

$$
x^{i} \in\{0\} \cup E_{p-i+1}, \quad \nabla f_{i-1}\left(x^{i}\right) \neq 0
$$

but $i=p$. Since $f_{p-1}: R \rightarrow R$ is faithfully convex, we get that

$$
D_{f_{p-1}}=\{0\} .
$$

But, by (3), the ( $p-1$ )th step implies that

$$
D_{f} \cap \mathscr{R}\left(A_{0}\right)=P_{p-1} D_{f_{p-1}} .
$$

Substituting for $D_{f_{p-1}}$ yields the desired result that

$$
D_{f} \cap \mathscr{R}\left(A_{0}\right)=\{0\}
$$

Finally, suppose that Case (iii) has occurred, i.e.,

$$
\nabla f_{i-1}(y)=0 \quad \text { for all } \quad y \in\{0\} \cup E_{p-i+1}
$$

Then, by the convexity of $f_{i-1}$, the complete set $E_{p-i+1}$ lies in $D_{f_{i-1}}$. But $D_{f_{i-1}}$ is a subspace of $R^{p-i+1}$, and so we conclude that

$$
D_{f_{i-1}}=R^{p-i+1}
$$

Substituting into (3) yields

$$
D_{f} \cap \mathscr{R}\left(A_{0}\right)=\mathscr{R}\left(P_{i-1}\right)
$$

The algorithm will be illustrated by two examples.
Example 2.1. Consider the function

$$
f(x)=-\left(4+\left(x_{1}+x_{2}\right)^{2}\right)^{1 / 2}+x_{1}+x_{2}+x_{3}^{2}
$$

This function is convex and analytic, and so is faithfully convex. Let us determine its cone of directions of constancy $D_{f}$.

Initialization. Set

$$
P_{0}=A_{0}=I_{3 \times 3}, \quad i=1
$$

Step 1. Since
$\nabla f(x)=\left(1-\left(x_{1}+x_{2}\right) /\left(4+\left(x_{1}+x_{2}\right)^{2}\right)^{1 / 2}, 1-\left(x_{1}+x_{2}\right) /\left(4+\left(x_{1}+x_{2}\right)^{2}\right)^{1 / 2}, 2 x_{3}\right)$, we see that $0 \in\{0\} \cup E_{3}$ and

$$
\nabla f\left(P_{0} 0\right) P_{0}=\nabla f(0)=(1,1,0) \neq 0
$$

Furthermore, since $i=1<p=3$, we are in Case (i). Using Lemma 2.1, we find that

$$
P_{1}=A_{0} A_{1}=A_{1}=\left[\begin{array}{rr}
1 & 0 \\
-1 & 0 \\
0 & -1
\end{array}\right]
$$

Step 2. For $x \in R^{2}$,

$$
\nabla f\left(P_{1} x\right) P_{1}=\nabla f\left(\begin{array}{r}
x_{1} \\
-x_{1} \\
-x_{2}
\end{array}\right)\left[\begin{array}{rr}
1 & 0 \\
-1 & 0 \\
0 & -1
\end{array}\right]=\left(0,2 x_{2}\right)
$$

Therefore,

$$
\nabla f\left(P_{1} e_{2}\right) P_{1}=(0,2) \neq 0
$$

where $e_{2} \in E_{2}$. Furthermore, since $i=2<p$, we are in Case (i) again, and so we find that

$$
A_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad P_{2}=P_{1} A_{2}=\left[\begin{array}{r}
1 \\
-1 \\
0
\end{array}\right]
$$

Step 3. The finite point set $\{0\} \cup E_{p-i+1}$ is $\{0,1\}$ and

$$
\nabla f\left(P_{2} 0\right) P_{2}=\nabla f\left(P_{2} 1\right) P_{2}=(1,1,0)\left[\begin{array}{r}
1 \\
-1 \\
0
\end{array}\right]=0
$$

Therefore, we are in Case (iii) and

$$
D_{f}=\mathscr{R}\left(P_{2}\right)=\left\{\left[\begin{array}{r}
d \\
-d \\
0
\end{array}\right] \in R^{3}: d \in R\right\}
$$

Example 2.2. Now consider the faithfully convex function

$$
g(x)=-x_{1}-x_{2}+x_{3}^{2}
$$

and suppose that we wish to find

$$
D_{g} \cap D_{f}=D_{g} \cap \mathscr{R}\left(\left[\begin{array}{r}
1 \\
-1 \\
0
\end{array}\right]\right)
$$

where $f$ is the function in the previous example.

Initialization. Set

$$
P_{0}=A_{0}=\left[\begin{array}{r}
1 \\
-1 \\
0
\end{array}\right], \quad i=1
$$

Step 1. Since

$$
p=1, \quad \nabla g(x)=\left(-1,-1,2 x_{3}\right)
$$

we see that $\{0\} \cup E_{1}=\{0,1\}$ and that

$$
\nabla g\left(P_{0} 0\right) P_{0}=\nabla g\left(P_{0} 1\right) P_{0}=0
$$

Therefore, we are in Case (iii) and

$$
D_{f} \cap D_{g}=\mathscr{R}\left(P_{0}\right)=\left\{\left(\begin{array}{r}
d \\
-d \\
0
\end{array}\right) \in R^{3}: d \in R\right\} .
$$

The author has implemented the above algorithm on the IBM/370 at McGill University.
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