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Summary: This paper presents a backward stable preprocessing technique for (nearly) ill-posed semidefinite programming, SDP, problems, i.e., programs for which the Slater constraint qualification, existence of strictly feasible points, (nearly) fails.
Current popular algorithms for semidefinite programming rely on primal-dual interiorpoint, $p-d i-p$ methods. These algorithms require the Slater constraint qualification for both the primal and dual problems. This assumption guarantees the existence of Lagrange multipliers, well-posedness of the problem, and stability of algorithms. However, there are many instances of SDPs where the Slater constraint qualification fails or nearly fails. Our backward stable preprocessing technique is based on applying the Borwein-Wolkowicz facial reduction process to find a finite number, $k$, of rank-revealing orthogonal rotations of the problem. After an appropriate truncation, this results in a smaller, well-posed, nearby problem that satisfies the Robinson constraint qualification, and one that can be solved by standard SDP solvers. The case $k=1$ is of particular interest and is characterized by strict complementarity of an auxiliary problem.

## Introduction

The aim of this paper is to develop a backward stable preprocessing technique to handle (nearly) ill-posed semidefinite programming, SDP, problems, i.e., programs for which the Slater constraint qualification (Slater CQ, or SCQ), the existence of strictly feasible points, (nearly) fails. The technique is based on applying the Borwein-Wolkowicz facial reduction process [11, 12] to find a finite number $k$ of rank-revealing orthogonal rotation steps. Each step is based on solving an auxiliary problem (AP) where it and its dual satisfy the Slater CQ. After an appropriate truncation, this results in a smaller, well-posed, nearby problem for which the Robinson constraint qualification (RCQ) [52] holds; and one that can be solved by standard SDP solvers. In addition, the case $k=1$ is of particular interest and is characterized by strict complementarity of the (AP).

In particular, we study SDPs of the following form

$$
\begin{equation*}
v_{P}:=\sup _{y}\left\{b^{T} y: \mathscr{A}^{*} y \preceq C\right\}, \tag{P}
\end{equation*}
$$

where the optimal value $v_{P}$ is finite, $b \in \mathbb{R}^{m}, C \in \mathbb{S}^{n}$, and $\mathscr{A}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}$ is an onto linear transformation from the space $\mathbb{S}^{n}$ of $n \times n$ real symmetric matrices to $\mathbb{R}^{m}$. The adjoint of $\mathscr{A}$ is $\mathscr{A}^{*} y=\sum_{i=1}^{m} y_{i} A_{i}$, where $A_{i} \in \mathbb{S}^{n}, i=1, \ldots, m$. The symbol $\preceq$ denotes the Löwner partial order induced by the cone $\mathbb{S}_{+}^{n}$ of positive semidefinite matrices, i.e., $\mathscr{A}^{*} y \preceq C$ if and only if $C-\mathscr{A}^{*} y \in \mathbb{S}_{+}^{n}$. (Note that the cone optimization problem (1.1) is commonly used as the dual problem in the SDP literature, though it is often the primal in the Linear Matrix Inequality (LMI) literature, e.g., [13].) If $(\mathrm{P})$ is strictly feasible, then one can use standard solution techniques; if $(\mathrm{P})$ is strongly infeasible, then one can set $v_{P}=-\infty$, e.g., [38, 43, 47, 62, 66]. If neither
of these two feasibility conditions can be verified, then we apply our preprocessing technique that finds a rotation of the problem that is akin to rank-revealing matrix rotations. (See e.g., $[58,59]$ for equivalent matrix results.) This rotation finds an equivalent (nearly) block diagonal problem which allows for simple strong dualization by solving only the most significant block of $(\mathrm{P})$ for which the Slater CQ holds. This is equivalent to restricting the original problem to a face of $\mathbb{S}_{+}^{n}$, i.e., the preprocessing can be considered as a facial reduction of (P). Moreover, it provides a backward stable approach for solving ( P ) when it is feasible and the SCQ fails; and it solves a nearby problem when $(\mathrm{P})$ is weakly infeasible.

The Lagrangian dual to (1.1) is

$$
\begin{equation*}
\text { (D) } \quad v_{D}:=\inf _{X}\{\langle C, X\rangle: \mathscr{A}(X)=b, X \succeq 0\} \text {, } \tag{1.2}
\end{equation*}
$$

where $\langle C, X\rangle:=\operatorname{trace} C X=\sum_{i j} C_{i j} X_{i j}$ denotes the trace inner product of the symmetric matrices $C$ and $X$; and, $\mathscr{A}(X)=\left(\left\langle A_{i}, X\right\rangle\right) \in \mathbb{R}^{m}$. Weak duality $v_{D} \geq v_{P}$ follows easily. The usual constraint qualification ( CQ ) used for $(\mathrm{P})$ is SCQ , i.e., strict feasibility $\mathscr{A}^{*} y \prec C$ (or $C-\mathscr{A}^{*} y \in \mathbb{S}_{++}^{n}$, the cone of positive definite matrices). If we assume the Slater CQ holds and the primal optimal value is finite, then strong duality holds, i.e., we have a zero duality gap and attainment of the dual optimal value. Strong duality results for (1.1) without any constraint qualification are given in $[10,11,12,72]$ and $[48,49]$, and more recently in [50, 65]. Related closure conditions appear in [44]; and, properties of problems where strong duality fails appear in [45].

General surveys on SDP are in e.g., [4, 63, 68, 74]. Further general results on SDP appear in the recent survey [31].

Many popular algorithms for (P) are based on Newton's method and a primaldual interior-point, p-di-p, approach, e.g., the codes (latest at the URLs in the citations) CSDP, SeDuMi, SDPT3, SDPA [9, 60, 67, 76]; see also the
SDP URL: www-user.tu-chemnitz.de/ $h$ helmberg/sdp_software.html.
To find the search direction, these algorithms apply symmetrization in combination with block elimination to find the Newton search direction. The symmetrization and elimination steps both result in ill-conditioned linear systems, even for well conditioned SDP problems, e.g., $[19,73]$. And, these methods are very susceptible to numerical difficulties and high iteration counts in the case when SCQ nearly fails, see e.g., $[21,22,23,24]$. Our aim in this paper is to provide a stable regularization process based on orthogonal rotations for problems where strict feasibility (nearly) fails. Related papers on regularization are e.g., [30, 39]; and papers on high accuracy solutions for algorithms SDPA-GMP,-QD,-DD are e.g., [77]. In addition, a popular approach uses a selfdual embedding e.g., [16, 17]. This approach results in SCQ holding by using homogenization and increasing the number of variables. In contrast, our approach reduces the size of the problem in a preprocessing step in order to guarantee SCQ.

## Outline

We continue in Section 1 with preliminary notation and results for cone programming. In Section 1 we recall the history and outline the similarities and differences of what facial reduction means first for linear programming (LP), and then for ordinary convex programming (CP), and finally for SDP, which has elements from both LP and CP. Instances and applications where the SCQ fails are given in Section 1. Then, Section 1 presents the theoretical background and tools needed for the facial reduction algorithm for SDP. This includes results on strong duality in Section 1; and, various theorems of the alternative, with cones having both nonempty and empty interior, are given in Section 1. A stable auxiliary problem (1.18) for identifying the minimal face containing the feasible set is presented and studied in Section 1; see e.g., Theorem 1.13. In particular, we relate the question of transforming the unstable problem of finding the minimal face to the existence of a primal-dual optimal pair satisfying strict complementarity and to the number of steps in the facial reduction. See Remark 1.12 and Section 1. The resulting information from the auxiliary problem for problems where SCQ (nearly) fails is given in Theorem 1.17 and Propositions $1.18,1.19$. This information can be used to construct equivalent problems. In particular, a rank-revealing rotation is used in Section 1 to yield two equivalent problems that are useful in sensitivity analysis, see Theorem 1.22. In particular, this shows the backwards stability with respect to perturbations in the parameter $\beta$ in the definition of the cone $T_{\beta}$ for the problem. Truncating the (near) singular blocks to zero yields two smaller equivalent, regularized problems in Section 1.

The facial reduction is studied in Section 1. An outline of the facial reduction using a rank-revealing rotation process is given in Section 1. Backward stability results are presented in Section 1.

Preliminary numerical tests, as well as a technique for generating instances with a finite duality gap useful for numerical tests, are given in Section 1. Concluding remarks appear in Section 1. (An index is included to help the reader, see page 50.)

## Preliminary definitions

Let $\left(\mathscr{V},\langle\cdot, \cdot\rangle_{\mathscr{V}}\right)$ be a finite-dimensional inner product space, and $K$ be a (closed) convex cone in $\mathscr{V}$, i.e., $\lambda K \subseteq K, \forall \lambda \geq 0$, and $K+K \subseteq K . K$ is pointed if $K \cap(-K)=$ $\{0\} ; K$ is proper if $K$ is pointed and int $K \neq \emptyset$; the polar or dual cone of $K$ is $K^{*}:=$ $\{\phi:\langle\phi, k\rangle \geq 0, \forall k \in K\}$. We denote by $\preceq_{K}$ the partial order with respect to $K$. That is, $x_{1} \preceq_{K} x_{2}$ means that $x_{2}-x_{1} \in K$. We also write $x_{1} \prec_{K} x_{2}$ to mean that $x_{2}-x_{1} \in \operatorname{int} K$. In particular with $\mathscr{V}=\mathbb{S}^{n}, K=\mathbb{S}_{+}^{n}$ yields the partial order induced by the cone of positive semidefinite matrices in $\mathbb{S}^{n}$, i.e., the so-called Löwner partial order. We denote this simply with $X \preceq Y$ for $Y-X \in \mathbb{S}_{+}^{n}$. cone $(S)$ denotes the convex cone generated by the set $S$. In particular, for any non-zero vector $x$, the ray generated by $x$ is defined by cone $(x)$. The ray generated by $s \in K$ is called an extreme ray if $0 \preceq_{K} u \preceq_{K} s$ implies that $u \in \operatorname{cone}(s)$. The subset $F \subseteq K$ is a face of
the cone $K$, denoted $F \unlhd K$, if

$$
\begin{equation*}
\left(s \in F, 0 \preceq_{K} u \preceq_{K} s\right) \Longrightarrow(\operatorname{cone}(u) \subseteq F) \tag{1.3}
\end{equation*}
$$

Equivalently, $F \unlhd K$ if $F$ is a cone and $\left(x, y \in K, \frac{1}{2}(x+y) \in F\right) \Longrightarrow(\{x, y\} \subseteq F)$. If $F \unlhd K$ but is not equal to $K$, we write $F \triangleleft K$. If $\{0\} \neq F \triangleleft K$, then $F$ is a proper face of $K$. For $S \subseteq K$, we let face $(S)$ denote the smallest face of $K$ that contains $S$. A face $F \unlhd K$ is an exposed face if it is the intersection of $K$ with a hyperplane. The cone $K$ is facially exposed if every face $F \unlhd K$ is exposed. If $F \unlhd K$, then the conjugate face is $F^{c}:=K^{*} \cap\{F\}^{\perp}$. Note that the conjugate face $F^{c}$ is exposed using any $s \in \operatorname{relint} F$ (where relint $S$ denotes the relative interior of the set $S$ ), i.e., $F^{c}=$ $K^{*} \cap\{s\}^{\perp}, \forall s \in$ relint $F$. In addition, note that $\mathbb{S}_{+}^{n}$ is self-dual (i.e., $\left(\mathbb{S}_{+}^{n}\right)^{*}=\mathbb{S}_{+}^{n}$ ) and is facially exposed.

For the general conic programming problem, the constraint linear transformation $\mathscr{A}: \mathscr{V} \rightarrow \mathscr{W}$ maps between two Euclidean spaces. The adjoint of $\mathscr{A}$ is denoted by $\mathscr{A}^{*}: \mathscr{W} \rightarrow \mathscr{V}$, and the Moore-Penrose generalized inverse of $\mathscr{A}$ is denoted by $\mathscr{A}^{\dagger}: \mathscr{W} \rightarrow \mathscr{V}$.

A linear conic program may take the form

$$
\begin{equation*}
\left(\mathrm{P}_{\text {conic }}\right) \quad v_{P}^{\text {conic }}=\sup _{y}\left\{\langle b, y\rangle: C-\mathscr{A}^{*} y \succeq_{K} 0\right\}, \tag{1.4}
\end{equation*}
$$

with $b \in \mathscr{W}$ and $C \in \mathscr{V}$. Its dual is given by

$$
\begin{equation*}
\left(\mathrm{D}_{\text {conic }}\right) \quad v_{D}^{\text {conic }}=\inf _{X}\left\{\langle C, X\rangle: \mathscr{A}(X)=b, X \succeq_{K^{*}} 0\right\} . \tag{1.5}
\end{equation*}
$$

Note that the Robinson constraint qualification (RCQ) is said to hold for the linear conic program ( $\mathrm{P}_{\text {conic }}$ ) if $0 \in \operatorname{int}\left(C-\mathscr{A}^{*}\left(\mathbb{R}^{m}\right)-\mathbb{S}_{+}^{n}\right)$; see [53]. As pointed out in [61], the Robinson CQ is equivalent to the Mangasarian-Fromovitz constraint qualification in the case of conventional nonlinear programming. Also, it is easy to see that the Slater CQ, strict feasibility, implies RCQ.

Denote the feasible solution and slack sets of (1.4) and (1.5) by $\mathscr{F}_{P}=\mathscr{F}_{P}^{y}=\{y$ : $\left.\mathscr{A}^{*} y \preceq_{K} C\right\}, \mathscr{F}_{P}^{Z}=\left\{Z: Z=C-\mathscr{A}^{*} y \succeq_{K} 0\right\}$, and $\mathscr{F}_{D}=\left\{X: \mathscr{A}(X)=b, X \succeq_{K^{*}} 0\right\}$, respectively. The minimal face of (1.4) is the intersection of all faces of $K$ containing the feasible slack vectors:

$$
f_{P}=f_{P}^{Z}:=\operatorname{face}\left(C-\mathscr{A}^{*}\left(\mathscr{F}_{P}\right)\right)=\cap\left\{H \unlhd K: C-\mathscr{A}^{*}\left(\mathscr{F}_{P}\right) \subseteq H\right\}
$$

Here, $\mathscr{A}^{*}\left(\mathscr{F}_{P}\right)$ is the linear image of the set $\mathscr{F}_{P}$ under $\mathscr{A}^{*}$.
We continue with the notation specifically for $\mathscr{V}=\mathbb{S}^{n}, K=\mathbb{S}_{+}^{n}$ and $\mathscr{W}=\mathbb{R}^{m}$. Then (1.4) (respectively, (1.5)) is the same as (1.1) (respectively, (1.2)). We let $e_{i}$ denote the $i$-th unit vector, and $E_{i j}:=\frac{1}{\sqrt{2}}\left(e_{i} e_{j}^{T}+e_{j} e_{i}^{T}\right)$ are the unit matrices in $\mathbb{S}^{n}$. for specific $A_{i} \in \mathbb{S}^{n}, i=1, \ldots, m$. We let $\|\mathscr{A}\|_{2}$ denote the spectral norm of $\mathscr{A}$ and define the Frobenius norm (Hilbert-Schmidt norm) of $\mathscr{A}$ as $\|\mathscr{A}\|_{F}:=\sqrt{\sum_{i=1}^{m}\left\|A_{i}\right\|_{F}^{2}}$.

Unless stated otherwise, all vector norms are assumed to be 2 -norm, and all matrix norms in this paper are Frobenius norms. Then, e.g., [32, Chapter 5], for any
$X \in \mathbb{S}^{n}$,

$$
\begin{equation*}
\|\mathscr{A}(X)\|_{2} \leq\|\mathscr{A}\|_{2}\|X\|_{F} \leq\|\mathscr{A}\|_{F}\|X\|_{F} \tag{1.6}
\end{equation*}
$$

We summarize our assumptions in the following.
Assumption 1.1 $\mathscr{F}_{P} \neq \emptyset ; \mathscr{A}$ is onto.

## Framework for Regularization/Preprocessing

The case of preprocessing for linear programming is well known. The situation for general convex programming is not. We now outline the preprocessing and facial reduction for the cases of: linear programming, (LP); ordinary convex programming, $(\mathrm{CP})$; and SDP. We include details on motivation involving numerical stability and convergence for algorithms. In all three cases, the facial reduction can be regarded as a Robinson type regularization procedure.

## The case of linear programming, $L P$

Preprocessing is essential for LP, in particular for the application of interior point methods. Suppose that the constraint in (1.4) is $\mathscr{A}^{*} y \preceq_{K} c$ with $K=\mathbb{R}_{+}^{n}$, the nonnegative orthant, i.e., it is equivalent to the elementwise inequality $A^{T} y \leq c, c \in \mathbb{R}^{n}$, with the (full row rank) matrix $A$ being $m \times n$. Then ( $\mathrm{P}_{\text {conic }}$ ) and ( $\mathrm{D}_{\text {conic }}$ ) form the standard primal-dual LP pair. Preprocessing is an essential step in algorithms for solving LP, e.g., [20, 27, 35]. In particular, interior-point methods require strictly feasible points for both the primal and dual LPs. Under the assumption that $\mathscr{F}_{P} \neq \emptyset$, lack of strict feasibility for the primal is equivalent to the existence of an unbounded set of dual optimal solutions. This results in convergence problems, since current primal-dual interior point methods follow the central path and converge to the analytic center of the optimal set. From a standard Farkas' Lemma argument, we know that the Slater CQ, the existence of a strictly feasible point $A^{T} \hat{y}<c$, holds if and only if

$$
\begin{equation*}
\text { the system } 0 \neq d \geq 0, A d=0, c^{T} d=0 \text { is inconsistent. } \tag{1.7}
\end{equation*}
$$

In fact, after a permutation of columns if needed, we can partition both $A, c$ as

$$
A=\left[A^{<} A^{=}\right], \text {with } A^{=} \text {size } m \times t, \quad c=\binom{c^{<}}{c^{=}},
$$

so that we have

$$
A^{<T} \hat{y}<c^{<}, \quad A^{=T} \hat{y}=c^{=}, \text {for some } \hat{y} \in \mathbb{R}^{m}, \quad \text { and } A^{T} y \leq c \Longrightarrow A^{=T} y=c^{=}
$$

i.e. the constraints $A^{=T} y \leq c^{=}$are the implicit equality constraints, with indices given in

$$
\mathscr{P}:=\{1, \ldots, n\}, \quad \mathscr{P}^{<}:=\{1, \ldots, n-t\}, \quad \mathscr{P}^{=}:=\{n-t+1, \ldots, n\} .
$$

Moreover, the indices for $c^{=}$(and columns of $A^{=}$) correspond to the indices in a maximal positive solution $d$ in (1.7); and, the nonnegative linear dependence in (1.7) implies that there are redundant implicit equality constraints that we can discard, yielding the smaller $\left(A_{R}^{\overline{=}}\right)^{T} y=c_{\overline{\bar{C}}}^{\overline{\overline{ }}}$ with $A_{\overline{=}}^{\overline{=}}$ full column rank. Therefore, an equivalent problem to $\left(\mathrm{P}_{\text {conic }}\right)$ is

$$
\begin{equation*}
\left(\mathrm{P}_{r e g}\right) \quad v_{P}:=\max \left\{b^{T} y: A^{<T} y \leq c^{<}, A_{R}^{=T} y=c_{R}^{\overline{=}}\right\} . \tag{1.8}
\end{equation*}
$$

And this LP satisfies the Robinson constraint qualification (RCQ); see Corollary 1.17 , Item 2 , below. In this case RCQ is equivalent to the MangasarianFromovitz constraint qualification (MFCQ), i.e., there exists a feasible $\hat{y}$ which satisfies the inequality constraints strictly, $A^{<T} \hat{y}<c^{<}$, and the matrix $A^{=}$for the equality constraints is full row rank, see e.g., [8, 40]. The MFCQ characterizes stability with respect to right-hand side perturbations and is equivalent to having a compact set of dual optimal solutions. Thus, recognizing and changing the implicit equality constraints to equality constraints and removing redundant equality constraints provides a simple regularization of $L P$.

Let $f_{P}$ denote the minimal face of the LP. Then note that we can rewrite the constraint as

$$
A^{T} y \preceq_{f_{P}} c, \quad \text { with } f_{P}:=\left\{z \in \mathbb{R}_{+}^{n}: z_{i}=0, i \in \mathscr{P}=\right\} \text {. }
$$

Therefore, rewriting the constraint using the minimal face provides a regularization for LP. This is followed by discarding redundant equality constraints to obtain the MFCQ. This reduces the number of constraints and thus the dimension of the dual variables. Finally, the dimension of the problem can be further reduced by eliminating the equality constraints completely using the nullspace representation. However, this last step can result in loss of sparsity and is usually not done.

We can similarly use a theorem of the alternative to recognize failure of strict feasibility in the dual, i.e., the (in)consistency of the system $0 \neq A^{T} v \geq 0, b^{T} v=$ 0 . This corresponds to identifying which variables $x_{i}$ are identically zero on the feasible set. The regularization then simply discards these variables along with the corresponding columns of $A, c$.

## The case of ordinary convex programming, CP

We now move from LP to nonlinear convex programming. We consider the ordinary convex program (CP)
(CP) $\quad v_{C P}:=\sup \left\{b^{T} y: g(y) \leq 0\right\}$,
where $g(y)=\left(g_{i}(y)\right) \in \mathbb{R}^{n}$, and $g_{i}: \mathbb{R}^{m} \rightarrow \mathbb{R}$ are convex functions, for all $i$. (Without loss of generality, we let the objective function $f(y)=b^{T} y$ be linear. This can always be achieved by replacing a concave objective function with a new variable sup $t$, and adding a new constraint $-f(y) \leq-t$.) The quadratic programming case has been well studied, [28, 28, 42]. Some preprocessing results for the general CP case are known, e.g., [15]. However, preprocessing for general CP is not as well known as for LP. In fact, see [6], as for LP there is a set of implicit equality constraints for $C P$, i.e. we can partition the constraint index set $\mathscr{P}=\{1, \ldots, n\}$ into two sets

$$
\begin{equation*}
\mathscr{P}^{=}=\left\{i \in \mathscr{P}: y \text { feasible } \Longrightarrow g_{i}(y)=0\right\}, \quad \mathscr{P}^{<}=\mathscr{P} \backslash \mathscr{P}^{=} . \tag{1.10}
\end{equation*}
$$

Therefore, as above for LP, we can rewrite the constraints in CP using the minimal face $f_{P}$ to get $g(y) \preceq_{f_{P}} 0$. However, this is not a true convex program since the new equality constraints are not affine. However, surprisingly the corresponding feasible set for the implicit equality constraints is convex, e.g., [6]. We include the result and a proof for completeness.
Lemma 1.2. Let the convex program (CP) be given, and let $\mathscr{P}=$ be defined as in (1.10). Then the set $\mathscr{F}=:=\left\{y: g_{i}(y)=0, \forall i \in \mathscr{P}=\right\}$ satisfies

$$
\mathscr{F}^{=}=\left\{y: g_{i}(y) \leq 0, \forall i \in \mathscr{P}^{=}\right\},
$$

and thus is a convex set.
Proof. Let $g^{=}(y)=\left(g_{i}(y)\right)_{i \in \mathscr{P}}=$ and $g^{<}(y)=\left(g_{i}(y)\right)_{i \in \mathscr{P}<}$. By definition of $\mathscr{P}<$, there exists a feasible $\hat{y} \in \mathscr{F}$ with $g^{<}(\hat{y})<0$; and, suppose that there exists $\bar{y}$ with $g^{=}(\bar{y}) \leq 0$, and $g_{i_{0}}(\bar{y})<0$, for some $i_{0} \in \mathscr{P}=$. Then for small $\alpha>0$ the point $y_{\alpha}:=$ $\alpha \hat{y}+(1-\alpha) \bar{y} \in \mathscr{F}$ and $g_{i_{0}}\left(y_{\alpha}\right)<0$. This contradicts the definition of $\mathscr{P}=$.

This means that we can regularize CP by replacing the implicit equality constraints as follows

$$
\begin{equation*}
\left(\mathrm{CP}_{\text {reg }}\right) \quad v_{C P}:=\sup \left\{b^{T} y: g^{<}(y) \leq 0, y \in \mathscr{F}^{=}\right\} \tag{1.11}
\end{equation*}
$$

The generalized Slater CQ holds for the regularized convex program $\left(\mathrm{CP}_{\text {reg }}\right)$. Let

$$
\phi(\lambda)=\sup _{y \in \mathscr{F}=} b^{T} y-\lambda^{T} g^{<}(y)
$$

denote the regularized dual functional for $C P$. Then strong duality holds for CP with the regularized dual program, i.e.

$$
\begin{aligned}
v_{C P}=v_{C P D} & :=\inf _{\lambda \geq 0} \phi(\lambda) \\
& =\phi\left(\lambda^{*}\right),
\end{aligned}
$$

for some (dual optimal) $\lambda^{*} \geq 0$. The Karush-Kuhn-Tucker (KKT) optimality conditions applied to (1.11) imply that

$$
\begin{gathered}
y^{*} \text { is optimal for } \mathrm{CP}_{\text {reg }} \\
\left\{\begin{array}{l}
y^{*} \in \mathscr{F} \\
b-\nabla g^{<}\left(y^{*}\right) \lambda^{*} \in\left(\mathscr{F}=-y^{*}\right)^{*}, \\
g^{<}, \\
g^{<}\left(y^{*}\right)^{T} \lambda^{*}=0
\end{array} \quad \text { (primal only if fomeasibility) } \lambda^{*} \geq 0 \quad\right. \text { (dual feasibility) } \\
\text { (complementary slackness) }
\end{gathered}
$$

This differs from the standard KKT conditions in that we need the polar set

$$
\begin{equation*}
\left(\mathscr{F}=-y^{*}\right)^{*}=\overline{\operatorname{cone}\left(\mathscr{F}=-y^{*}\right)}{ }^{*}=\left(D^{=}\left(y^{*}\right)\right)^{*}, \tag{1.12}
\end{equation*}
$$

where $D^{=}\left(y^{*}\right)$ denotes the cone of directions of constancy of the implicit equality constraints $\mathscr{P}=$, e.g., [6]. Thus we need to be able to find this cone numerically, see, [71]. A backward stable algorithm for the cone of directions of constancy is presented in [37].

Note that a convex function $f$ is faithfully convex if $f$ is affine on a line segment only if it is affine on the whole line containing that segment; see [54]. Analytic convex functions are faithfully convex, as are strictly convex functions. For faithfully convex functions, the set $\mathscr{F}=$ is an affine manifold, $\mathscr{F}==\{y: V y=V \hat{y}\}$, where $\hat{y} \in \mathscr{F}$ is feasible, and the nullspace of the matrix $V$ gives the intersection of the cones of directions of constancy $D^{=}$. Without loss of generality, let $V$ be chosen full row rank. Then in this case we can rewrite the regularized problem as

$$
\begin{equation*}
\left(\mathrm{CP}_{\text {reg }}\right) \quad v_{C P}:=\sup \left\{b^{T} y: g^{<}(y) \leq 0, V y=V \hat{y}\right\} \tag{1.13}
\end{equation*}
$$

which is a convex program for which the MFCQ holds. Thus by identifying the implicit equalities and replacing them with the linear equalities that represent the cone of directions of constancy, we obtain the regularized convex program. If we let $g^{R}(y)=\binom{g^{<}(y)}{V y-V \hat{y}}$, then writing the constraint $g(y) \leq 0$ using $g^{R}$ and the minimal cone $f_{P}$ as $g^{R}(y) \preceq_{f_{P}} 0$ results in the regularized CP for which MFCQ holds.

## The case of semidefinite programming, SDP

Finally, we consider our case of interest, the SDP given in (1.1). In this case, the cone for the constraint partial order is $\mathbb{S}_{+}^{n}$, a nonpolyhedral cone. Thus we have elements of both LP and CP. Significant preprocessing is not done in current public domain SDP codes. Theoretical results are known, see e.g., [34] for results on redundant constraints using a probabilistic approach. However, [10], the notion of minimal face can be used to regularize SDP. Surprisingly, the above result for LP in (1.8) holds. A regularized problem for ( P ) for which strong duality holds has constraints of the form $\mathscr{A}^{*} y \preceq{ }_{f P} C$ without the need for an extra polar set as in (1.12) that is used in the CP case, i.e., changing the cone for the partial order regularizes the problem. However, as in the LP case where we had to discard redundant implicit equality constraints, extra work has to be done to ensure that the RCQ holds. The
details for the facial reduction now follow in Section 1. An equivalent regularized problem is presented in Corollary 1.24, i.e., rather than a permutation of columns needed in the LP case, we perform a rotation of the problem constraint matrices, and then we get a similar division of the constraints as in (1.8); and, setting the implicit equality constraints to equality results in a regularized problem for which the RCQ holds.

## Instances where the Slater CQ fails for SDP

Instances where SCQ fails for CP are given in [6]. It is known that the SCQ holds generically for SDP, e.g., [3]. However, there are surprisingly many SDPs that arise from relaxations of hard combinatorial problems where SCQ fails. In addition, there are many instances where the structure of the problems allows for exact facial reduction. This was shown for the quadratic assignment problem in [80] and for the graph partitioning problem in [75]. For these two instances, the barycenter of the feasible set is found explicitly and then used to project the problem onto the minimal face; thus we simultaneously regularize and simplify the problems. In general, the affine hull of the feasible solutions of the SDP are found and used to find Slater points. This is formalized and generalized in [64, 66]. In particular, SDP relaxations that arise from problems with matrix variables that have 0,1 constraints along with row and column constraints result in SDP relaxations where the Slater CQ fails.

Important applications occur in the facial reduction algorithm for sensor network localization and molecular conformation problems given in [36]. Cliques in the graph result in corresponding dimension reduction of the minimal face of the problem resulting in efficient and accurate solution techniques. Another instance is the SDP relaxation of the side chain positioning problem studied in [14]. Further Applications that exploit the failure of the Slater CQ for SDP relaxations appear in e.g., $[1,2,5,69]$.

## Theory

We now present the theoretical tools that are needed for the facial reduction algorithm for SDP. This includes the well known results for strong duality, the theorems of the alternative to identify strict feasibility, and, in addition, a stable subproblem to apply the theorems of the alternative. Note that we use $K$ to represent the cone $\mathbb{S}_{+}^{n}$ to emphasize that many of the results hold for more general closed convex cones.

## Strong duality for cone optimization

We first summarize some results on strong duality for the conic convex program in the form (1.4). Strong duality for (1.4) means that there is a zero duality gap, $v_{P}^{\text {conic }}=v_{D}^{\text {conic }}$, and the dual optimal value $v_{D}(1.5)$ is attained. However, it is easy to construct examples where strong duality fails, see e.g., [45, 49, 74] and Section 1, below.

It is well known that for a finite dimensional LP, strong duality fails only if the primal problem and/or its dual are infeasible. In fact, in LP both problems are feasible and both of the optimal values are attained (and equal) if, and only if, the optimal value of one of the problems is finite. In general (conic) convex optimization, the situation is more complicated, since the underlying cones in the primal and dual optimization problems need not be polyhedral. Consequently, even if a primal problem and its dual are feasible, a nonzero duality gap and/or non-attainment of the optimal values may ensue unless some constraint qualification holds; see e.g., [7, 55]. More specific examples for our cone situations appear in e.g., [38], [51, Section 3.2], and [63, Section 4].

Failure of strong duality is problematic, since many classes of p-d i-p algorithms require not only that a primal-dual pair of problems possess a zero duality gap, but also that the (generalized) Slater CQ holds for both primal and dual, i.e., that strict feasibility holds for both problems. In [10, 11, 12], an equivalent strongly dualized primal problem corresponding to (1.4), given by

$$
\begin{equation*}
v_{S P}^{\text {conic }}:=\sup \left\{\langle b, y\rangle: \mathscr{A}^{*} y \preceq_{f_{P}} C\right\}, \tag{SP}
\end{equation*}
$$

where $f_{P} \unlhd K$ is the minimal face of $K$ containing the feasible region of (1.4), is considered. The equivalence is in the sense that the feasible set is unchanged

$$
\mathscr{A}^{*} y \preceq_{K} C \Longleftrightarrow \mathscr{A}^{*} y \preceq_{f_{P}} C .
$$

This means that for any face $F$ we have

$$
f_{P} \unlhd F \unlhd K \Longrightarrow\left\{\mathscr{A}^{*} y \preceq_{K} C \Longleftrightarrow \mathscr{A}^{*} y \preceq_{F} C\right\} .
$$

The Lagrangian dual of (1.14) is given by

$$
\begin{equation*}
v_{D S P}^{\text {conic }}:=\inf \left\{\langle C, X\rangle: \mathscr{A}(X)=b, X \succeq_{f_{P}^{*}} 0\right\} \tag{DSP}
\end{equation*}
$$

We note that the linearity of the constraint means that an equality set of the type in (1.12) is not needed.

Theorem 1.3 ([10]). Suppose that the optimal value $v_{P}^{\text {conic }}$ in (1.4) is finite. Then strong duality holds for the pair (1.14) and (1.15), or equivalently, for the pair (1.4) and (1.15); i.e., $v_{P}^{\text {conic }}=v_{S P}^{\text {conic }}=v_{D S P}^{\text {conic }}$ and the dual optimal value $v_{D S P}^{\text {conic }}$ is attained.

## Theorems of the alternative

In this section, we state some theorems of the alternative for the Slater CQ of the conic convex program (1.4), which are essential to our reduction process. We first recall the notion of recession direction (for the dual (1.5)) and its relationship with the minimal face of the primal feasible region.

Definition 1.4. The convex cone of recession directions for (1.5) is

$$
\begin{equation*}
\mathscr{R}_{\mathrm{D}}:=\left\{D \in \mathscr{V}: \mathscr{A}(D)=0,\langle C, D\rangle=0, D \succeq_{K^{*}} 0\right\} . \tag{1.16}
\end{equation*}
$$

The cone $\mathscr{R}_{\mathrm{D}}$ consists of feasible directions for the homogeneous problem along which the dual objective function is constant.

Lemma 1.5. Suppose that the feasible set $\mathscr{F}_{P} \neq \emptyset$ for (1.4), and let $0 \neq D \in \mathscr{R}_{\mathrm{D}}$. Then the minimal face of (1.4) satisfies

$$
f_{P} \unlhd K \cap\{D\}^{\perp} \triangleleft K
$$

Proof. We have

$$
0=\langle C, D\rangle-\left\langle\mathscr{F}_{P}, \mathscr{A}(D)\right\rangle=\left\langle C-\mathscr{A}^{*}\left(\mathscr{F}_{P}\right), D\right\rangle .
$$

Hence $C-\mathscr{A}^{*}\left(\mathscr{F}_{P}\right) \subseteq\{D\}^{\perp} \cap K$, which is a face of $K$. It follows that $f_{P} \subseteq\{D\}^{\perp} \cap$ $K$. The required result now follows from the fact that $f_{P}$ is (by definition) a face of $K$, and $D$ is nonzero.

Lemma 1.5 indicates that if we are able to find an element $D \in \mathscr{R}_{\mathrm{D}} \backslash\{0\}$, then $D$ gives us a smaller face of $K$ that contains $\mathscr{F}_{P}^{Z}$. The following lemma shows that the existence of such a direction $D$ is equivalent to the failure of the Slater CQ for a feasible program (1.4). The lemma specializes [12, Theorem 7.1] and forms the basis of our reduction process.

Lemma 1.6 ([12]). Suppose that $\operatorname{int} K \neq \emptyset$ and $\mathscr{F}_{P} \neq \emptyset$. Then exactly one of the following two systems is consistent:

1. $\mathscr{A}(D)=0,\langle C, D\rangle=0$, and $0 \neq D \succeq_{K^{*}} 0 \quad\left(\mathscr{R}_{\mathrm{D}} \backslash\{0\}\right)$
2. $\mathscr{A}^{*} y \prec_{K} C$
(Slater CQ)
Proof. Suppose that $D$ satisfies the system in Item 1. Then for all $y \in \mathscr{F}_{P}$, we have $\left\langle C-\mathscr{A}^{*} y, D\right\rangle=\langle C, D\rangle-\langle y,(\mathscr{A}(D))\rangle=0$. Hence $\mathscr{F}_{P}^{Z} \subseteq K \cap\{D\}^{\perp}$. But $\{D\}^{\perp} \cap$ int $K=\emptyset$ as $0 \neq D \succeq_{K^{*}} 0$. This implies that the Slater CQ (as in Item 2) fails.

Conversely, suppose that the Slater CQ in Item 2 fails. We have int $K \neq \emptyset$ and

$$
0 \notin\left(\mathscr{A}^{*}\left(\mathbb{R}^{m}\right)-C\right)+\operatorname{int} K
$$

Therefore, we can find $D \neq 0$ to separate the open set $\left(\mathscr{A}^{*}\left(\mathbb{R}^{m}\right)-C\right)+\operatorname{int} K$ from 0 . Hence we have

$$
\langle D, Z\rangle \geq\left\langle D, C-\mathscr{A}^{*} y\right\rangle
$$

for all $Z \in K$ and $y \in \mathscr{W}$. This implies that $D \in K^{*}$ and $\langle D, C\rangle \leq\left\langle D, \mathscr{A}^{*} y\right\rangle$, for all $y \in \mathscr{W}$. This implies that $\langle\mathscr{A}(D), y\rangle=0$ for all $y \in \mathscr{W}$; hence $\mathscr{A}(D)=0$. To see that $\langle C, D\rangle=0$, fix any $\hat{y} \in \mathscr{F}_{P}$. Then $0 \geq\langle D, C\rangle=\left\langle D, C-\mathscr{A}^{*} \hat{y}\right\rangle \geq 0$, so $\langle D, C\rangle=0$.

We have an equivalent characterization for the generalized Slater CQ for the dual problem. This can be used to extend our results to ( $\mathrm{D}_{\text {conic }}$ ).

Corollary 1.7. Suppose that $\operatorname{int} K^{*} \neq \emptyset$ and $\mathscr{F}_{D} \neq \emptyset$. Then exactly one of the following two systems is consistent:

1. $0 \neq \mathscr{A}^{*} v \succeq_{K} 0$, and $\langle b, v\rangle=0$.
2. $\mathscr{A}(X)=b, X \succ_{K^{*}} 0 \quad$ (generalized Slater CQ ).

Proof. Let $\mathscr{K}$ be a one-one linear transformation with range $\mathscr{R}(\mathscr{K})=\mathscr{N}(\mathscr{A})$, and let $\hat{X}$ satisfy $\mathscr{A}(\hat{X})=b$. Then, Item 2 is consistent if, and only if, there exists $\hat{u}$ such that $X=\hat{X}-\mathscr{K} \hat{u} \succ_{K^{*}} 0$. This is equivalent to $\mathscr{K} \hat{u} \prec_{K^{*}} \hat{X}$. Therefore, $\mathscr{K}, \hat{X}$ play the roles of $\mathscr{A}^{*}, C$, respectively, in Lemma 1.6. Therefore, an alternative system is $\mathscr{K}^{*}(Z)=0,0 \neq Z \succeq_{K} 0$, and $\langle\hat{X}, Z\rangle=0$. Since $\mathscr{N}\left(\mathscr{K}^{*}\right)=\mathscr{R}\left(\mathscr{A}^{*}\right)$, this is equivalent to $0 \neq Z=\mathscr{A}^{*} v \succeq_{K} 0$, and $\langle\hat{X}, Z\rangle=0$, or $0 \neq \mathscr{A}^{*} v \succeq_{K} 0$, and $\langle b, v\rangle=0$.

We can extend Lemma 1.6 to problems with additional equality constraints.
Corollary 1.8. Consider the modification of the primal (1.4) obtained by adding equality constraints:

$$
\begin{equation*}
\left(\mathrm{P}_{B}\right) \quad v_{P_{B}}:=\sup \left\{\langle b, y\rangle: \mathscr{A}^{*} y \preceq_{K} C, \mathscr{B} y=f\right\}, \tag{1.17}
\end{equation*}
$$

where $\mathscr{B}: \mathscr{W} \rightarrow \mathscr{W}^{\prime}$ is an onto linear transformation. Assume that int $K \neq \emptyset$ and $\left(\mathrm{P}_{\mathrm{B}}\right)$ is feasible. Let $\bar{C}=C-\mathscr{A}^{*} \mathscr{B}^{\dagger} f$. Then exactly one of the following two systems is consistent:

1. $\mathscr{A}(D)+\mathscr{B}^{*} v=0,\langle\bar{C}, D\rangle=0,0 \neq D \succeq_{K^{*}} 0$.
2. $\mathscr{A}^{*} y \prec_{K} C, \mathscr{B} y=f$.

Proof. Let $\bar{y}=\mathscr{B}^{\dagger} f$ be the particular solution (of minimum norm) of $\mathscr{B} y=f$. Since $\mathscr{B}$ is onto, we conclude that $\mathscr{B} y=f$ if, and only if, $y=\bar{y}+\mathscr{C}^{*} v$, for some $v$, where the range of the linear transformation $\mathscr{C}^{*}$ is equal to the nullspace of $\mathscr{B}$. We can now substitute for $y$ and obtain the equivalent constraint $\mathscr{A}^{*}\left(\bar{y}+\mathscr{C}^{*} v\right) \preceq_{K} C$; equivalently we get $\mathscr{A}^{*} \mathscr{C}^{*} v \preceq_{K} C-\mathscr{A}^{*} \bar{y}$. Therefore, Item 2 holds at $y=\hat{y}=\bar{y}+\mathscr{C}^{*} \hat{v}$, for some $\hat{v}$, if, and only if, $\mathscr{A}^{*} \mathscr{C}^{*} \hat{v} \prec_{K} C-\mathscr{A}^{*} \bar{y}$. The result now follows immediately from Lemma 1.6 by equating the linear transformation $\mathscr{A}^{*} \mathscr{C}^{*}$ with $\mathscr{A}^{*}$ and the right-hand side $C-\mathscr{A}^{*} \bar{y}$ with $C$. Then the system in Item 1 in Lemma 1.6 becomes $\mathscr{C}(\mathscr{A}(D))=$ $0,\left\langle\left(C-\mathscr{A}^{*} \bar{y}\right), D\right\rangle=0$. The result follows since the nullspace of $\mathscr{C}$ is equal to the range of $\mathscr{B}^{*}$.

We can also extend Lemma 1.6 to the important case where int $K=\emptyset$. This occurs at each iteration of the facial reduction.

Corollary 1.9. Suppose that $\operatorname{int} K=\emptyset, \mathscr{F}_{P} \neq \emptyset$, and $C \in \operatorname{span}(K)$. Then the linear manifold

$$
\mathbb{S}_{y}:=\left\{y \in \mathscr{W}: C-\mathscr{A}^{*} y \in \operatorname{span}(K)\right\}
$$

is a subspace. Moreover, let $\mathscr{P}$ be a one-one linear transformation with

$$
\mathscr{R}(\mathscr{P})=\left(\mathscr{A}^{*}\right)^{\dagger} \operatorname{span}(K)
$$

Then exactly one of the following two systems is consistent:

1. $\mathscr{P}^{*} \mathscr{A}(D)=0,\langle C, D\rangle=0, D \in \operatorname{span}(K)$, and $0 \neq D \succeq_{K^{*}} 0$.
2. $C-\mathscr{A}^{*} y \in \operatorname{relint} K$.

Proof. Since $C \in \operatorname{span}(K)=K-K$, we get that $0 \in \mathbb{S}_{y}$, i.e., $\mathbb{S}_{y}$ is a subspace.
Let $\mathscr{T}$ denote an onto linear transformation acting on $\mathscr{V}$ such that the nullspace $\mathscr{N}(\mathscr{T})=\operatorname{span}(K)^{\perp}$, and $\mathscr{T}^{*}$ is a partial isometry, i.e., $\mathscr{T}^{*}=\mathscr{T}^{\dagger}$. Therefore, $\mathscr{T}$ is one-to-one and is onto $\operatorname{span}(K)$. Then

$$
\begin{array}{rlrl}
\mathscr{A}^{*} y \preceq_{K} C & \Longleftrightarrow \mathscr{A}^{*} y \preceq_{K} C \text { and } \mathscr{A}^{*} y \in \operatorname{span}(K), & & \text { since } C \in K-K \\
& \Longleftrightarrow\left(\mathscr{A}^{*} \mathscr{P}\right) w \preceq_{K} C, y=\mathscr{P} w, \text { for some } w, & & \text { by definition of } \mathscr{P} \\
& \Longleftrightarrow\left(\mathscr{T}_{\mathscr{A}^{*}} \mathscr{P}\right) w \preceq_{\mathscr{T}(K)} \mathscr{T}(C), y=\mathscr{T} w, \text { for some } w, \text { by definition of } \mathscr{T},
\end{array}
$$

i.e., (1.1) is equivalent to

$$
v_{P}:=\sup \left\{\left\langle\mathscr{P}^{*} b, w\right\rangle:\left(\mathscr{T} \mathscr{A}^{*} \mathscr{P}\right) w \preceq_{\mathscr{T}(K)} \mathscr{T}(C)\right\} .
$$

The corresponding dual is

$$
v_{D}:=\inf \left\{\langle\mathscr{T}(C), D\rangle: \mathscr{P}^{*} \mathscr{A} \mathscr{T}^{*}(D)=\mathscr{P}^{*} b, D \succeq_{(\mathscr{T}(K))^{*}} 0\right\} .
$$

By construction, int $\mathscr{T}(K) \neq \emptyset$, so we may apply Lemma 1.6. We conclude that exactly one of the following two systems is consistent:

1. $\mathscr{P}^{*} \mathscr{A} \mathscr{T}^{*}(D)=0,0 \neq D \succeq_{(\mathscr{T}(K))^{*}} 0$, and $\langle\mathscr{T}(C), D\rangle=0$.
2. $\left(\mathscr{T} \mathscr{A}^{*} \mathscr{P}\right) w \prec_{\mathscr{T}(K)} \mathscr{T}(D)$ (Slater CQ).

The required result follows, since we can now identify $\mathscr{T}^{*}(D)$ with $D \in \operatorname{span}(K)$, and $\mathscr{T}(C)$ with $C$.
Remark 1.10. Ideally, we would like to find $\hat{D} \in \operatorname{relint}\left(\mathscr{F}_{P}^{Z}\right)^{c}=\operatorname{relint}\left(\left(C+\mathscr{R}\left(\mathscr{A}^{*}\right)\right) \cap K\right)^{c}$, since then we have found the minimal face $f_{P}=\{\hat{D}\}^{\perp} \cap K$. This is difficult to do numerically. Instead, Lemma 1.6 compromises and finds a point in a larger set $D \in\left(\mathscr{N}(\mathscr{A}) \cap\{C\}^{\perp} \cap K^{*}\right) \backslash\{0\}$. This allows for the reduction of $K \leftarrow K \cap\{D\}^{\perp}$. Repeating to find another $D$ is difficult without the subspace reduction using $\mathscr{P}$ in Corollary 1.9. This emphasizes the importance of the minimal subspace form reduction as an aid to the minimal cone reduction, [65].

A similar argument applies to the regularization of the dual as given in Corollary 1.7. Let $\mathscr{F}_{D}=(\hat{X}+\mathscr{N}(\mathscr{A})) \cap K^{*}$, where $\mathscr{A}(\hat{X})=b$. We note that a compromise to finding $\hat{Z} \in \operatorname{relint}\left(\mathscr{F}_{P}^{z}\right)^{c}=\operatorname{relint}\left((\hat{X}+\mathscr{N}(\mathscr{A})) \cap K^{*}\right)^{c}, f_{D}=\{\hat{Z}\}^{\perp} \cap K^{*}$ is finding $Z \in\left(\mathscr{R}\left(\mathscr{A}^{*}\right) \cap\{\hat{X}\}^{\perp} \cap K\right) \backslash\{0\}$, where $0=\langle Z, \hat{X}\rangle=\left\langle\mathscr{A}^{*} v, \hat{X}\right\rangle=\langle v, b\rangle$.

## Stable auxiliary subproblem

From this section on we restrict the application of facial reduction to the SDP in (1.1). (Note that the notion of auxiliary problem as well as Theorems 1.13 and 1.17, below, apply to the more general conic convex program (1.4).) Each iteration of the facial reduction algorithm involves two steps. First, we apply Lemma 1.6 and find a point $D$ in the relative interior of the recession cone $\mathscr{R}_{\mathrm{D}}$. Then, we project onto the span of the conjugate face $\{D\}^{\perp} \cap \mathbb{S}_{+}^{n} \supseteq f_{P}$. This yields a smaller dimensional equivalent problem. The first step to find $D$ is well-suited for interior-point algorithms if we can formulate a suitable conic optimization problem. We now formulate and present the properties of a stable auxiliary problem for finding $D$. The following is well-known, e.g., [41, Theorems 10.4.1,10.4.7].

Theorem 1.11. If the (generalized) Slater CQ holds for both primal problem (1.1) and dual problem (1.2), then as the barrier parameter $\mu \rightarrow 0^{+}$, the primal-dual central path converges to a point $(\hat{X}, \hat{y}, \hat{Z})$, where $\hat{Z}=C-\mathscr{A}^{*} \hat{y}$, such that $\hat{X}$ is in the relative interior of the set of optimal solutions of (1.2) and $(\hat{y}, \hat{Z})$ is in the relative interior of the set of optimal solutions of (1.1).

Remark 1.12. Many polynomial time algorithms for SDP assume that the Newton search directions can be calculated accurately. However, difficulties can arise in calculating accurate search directions if the corresponding Jacobians become increasingly ill-conditioned. This is the case in most of the current implementations of interior point methods due to symmetrization and block elimination steps, see e.g., [19]. In addition, the ill-conditioning arises if the Jacobian of the optimality conditions is not full rank at the optimal solution, as is the case if strict complementarity fails for the SDP. This key question is discussed further in Section 1, below.

According to Theorem 1.11, if we can formulate a pair of auxiliary primal-dual cone optimization problems, each with generalized Slater points such that the relative interior of $\mathscr{R}_{\mathrm{D}}$ coincides with the relative interior of the optimal solution set of one of our auxiliary problems, then we can design an interior-point algorithm for the auxiliary primal-dual pair, making sure that the iterates of our algorithm stay close to the central path (as they approach the optimal solution set) and generate our desired $X \in \operatorname{relint} \mathscr{R}_{\mathrm{D}}$.

This is precisely what we accomplish next. In the special case of $K=\mathbb{S}_{+}^{n}$, this corresponds to finding maximum rank feasible solutions for the underlying auxiliary SDPs, since the relative interiors of the faces are characterized by their maximal rank elements.

Define the linear transformation $\mathscr{A}_{C}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m+1}$ by

$$
\mathscr{A}_{C}(D)=\binom{\mathscr{A}(D)}{\langle C, D\rangle},
$$

This presents a homogenized form of the constraint of (1.1) and combines the two constraints in Lemma 1.6, Item 1. Now consider the following conic optimization
problem, which we shall henceforth refer to as the auxiliary problem.

$$
\begin{align*}
\operatorname{val}_{P}^{\text {aux }}:= & \min _{\delta, D} \quad \delta \\
& \text { s.t. } \begin{array}{l}
\left\|\mathscr{A}_{C}(D)\right\| \leq \delta \\
\\
\left\langle\frac{1}{\sqrt{n}} I, D\right\rangle=1
\end{array} \tag{AP}
\end{align*}
$$

This auxiliary problem is related to the study of the distances to infeasibility in e.g., [46]. The Lagrangian dual of (1.18) is

$$
\begin{array}{r}
\sup _{W \succeq 0,}\binom{\beta}{u} \succeq_{\mathscr{Q}^{0} 0} \\
\inf _{\delta, D} \delta+\gamma\left(1-\left\langle D, \frac{1}{\sqrt{n}} I\right\rangle\right)-\langle W, D\rangle-\left\langle\binom{\beta}{u},\binom{\delta}{\mathscr{A}_{C}(D)}\right\rangle \\
=\sup \inf _{\delta, D} \delta(1-\beta)-\left\langle D, \mathscr{A}_{C}^{*} u+\gamma \frac{1}{\sqrt{n}} I+W\right\rangle+(\boldsymbol{\gamma}, 19) \\
W \succeq 0,\binom{\beta}{u} \succeq_{2} 0
\end{array}
$$

where $\mathscr{Q}:=\left\{\binom{\beta}{u} \in \mathbb{R}^{m+2}:\|u\| \leq \beta\right\}$ refers to the second order cone. Since the inner infimum of (1.19) is unconstrained, we get the following equivalent dual.

$$
\begin{array}{cc}
\operatorname{val}_{D}^{a u x}:=\sup _{\gamma, u, W} & \gamma  \tag{1.20}\\
\text { s.t. } \mathscr{A}_{C}^{*} u+\gamma \frac{1}{\sqrt{n}} I+W=0 \\
\|u\| \leq 1 \\
W \succeq 0 .
\end{array}
$$

A strictly feasible primal-dual point for (1.18) and (1.20) is given by

$$
\begin{equation*}
D=\frac{1}{\sqrt{n}} I, \delta>\left\|\mathscr{A}_{C}\left(\frac{1}{\sqrt{n}} I\right)\right\|, \quad \text { and } \quad \gamma=-1, u=0, W=\frac{1}{\sqrt{n}} I \tag{1.21}
\end{equation*}
$$

showing that the generalized Slater CQ holds for the pair (1.18)-(1.20).
Observe that the complexity of solving (1.18) is essentially that of solving the original dual (1.2). Recalling that if a path-following interior point method is applied to solve (1.18), one arrives at a point in the relative interior of the set of optimal solutions, a primal optimal solution $\left(\delta^{*}, D^{*}\right)$ obtained is such that $D^{*}$ is of maximum rank.

## Auxiliary problem information for minimal face of $\mathscr{F}_{P}^{Z}$

This section outlines some useful information that the auxiliary problem provides. Theoretically, in the case when the Slater CQ (nearly) fails for (1.1), the auxiliary
problem provides a more refined description of the feasible region, as Theorem 1.13 shows. Computationally, the auxiliary problem gives a measure of how close the feasible region of (1.1) is to being a subset of a face of the cone of positive semidefinite matrices, as shown by: (i) the cosine-angle upper bound (near orthogonality) of the feasible set with the conjugate face given in Theorem 1.17; (ii) the cosine-angle lower bound (closeness) of the feasible set with a proper face of $\mathbb{S}_{+}^{n}$ in Proposition 1.18; and (iii) the near common block singularity bound for all the feasible slacks obtained after an appropriate orthogonal rotation, in Corollary 1.19.

We first illustrate the stability of the auxiliary problem and show how a primaldual solution can be used to obtain useful information about the original pair of conic problems.

Theorem 1.13. The primal-dual pair of problems (1.18) and (1.20) satisfy the generalized Slater CQ, both have optimal solutions, and their (nonnegative) optimal values are equal. Moreover, letting $\left(\delta^{*}, D^{*}\right)$ be an optimal solution of (1.18), the following holds under the assumption that $\mathscr{F}_{P} \neq \emptyset$ :

1. If $\delta^{*}=0$ and $D^{*} \succ 0$, then the Slater CQ fails for (1.1) but the generalized Slater CQ holds for (1.2). In fact, the primal minimal face and the only primal feasible (hence optimal) solution are

$$
f_{P}=\{0\}, \quad y^{*}=\left(\mathscr{A}^{*}\right)^{\dagger}(C)
$$

2. If $\delta^{*}=0$ and $D^{*} \nsucc 0$, then the Slater CQ fails for (1.1) and the minimal face satisfies

$$
\begin{equation*}
f_{P} \unlhd \mathbb{S}_{+}^{n} \cap\left\{D^{*}\right\}^{\perp} \triangleleft \mathbb{S}_{+}^{n} \tag{1.22}
\end{equation*}
$$

3. If $\delta^{*}>0$, then the Slater CQ holds for (1.1).

Proof. A strictly feasible pair for (1.18)-(1.20) is given in (1.21). Hence by strong duality both problems have equal optimal values and both values are attained.

1. Suppose that $\delta^{*}=0$ and $D^{*} \succ 0$. It follows that $\mathscr{A}_{C}\left(D^{*}\right)=0$ and $D^{*} \neq 0$. It follows from Lemma 1.5 that

$$
f_{P} \unlhd \mathbb{S}_{+}^{n} \cap\left\{D^{*}\right\}^{\perp}=\{0\}
$$

Hence all feasible points for (1.1) satisfy $C-\mathscr{A}^{*} y=0$. Since $\mathscr{A}$ is onto, we conclude that the unique solution of this linear system is $y=\left(\mathscr{A}^{*}\right)^{\dagger}(C)$.
Since $\mathscr{A}$ is onto, there exists $\bar{X}$ such that $\mathscr{A}(\bar{X})=b$. Thus, for every $t \geq 0$, $\mathscr{A}\left(\bar{X}+t D^{*}\right)=b$, and for $t$ large enough, $\bar{X}+t D^{*} \succ 0$. Therefore, the generalized Slater CQ holds for (1.2).
2. The result follows from Lemma 1.5.
3. If $\delta^{*}>0$, then $\mathscr{R}_{\mathrm{D}}=\{0\}$, where $\mathscr{R}_{\mathrm{D}}$ was defined in (1.16). It follows from Lemma 1.6 that the Slater CQ holds for (1.1).

Remark 1.14. Theorem 1.13 shows that if the primal problem (1.1) is feasible, then by definition of (AP) as in (1.18), $\delta^{*}=0$ if, and only if, $\mathscr{A}_{C}$ has a right singular vec-
tor $D$ such that $D \succeq 0$ and the corresponding singular value is zero, i.e., we could replace (AP) with $\min \left\{\left\|\mathscr{A}_{C}(D)\right\|:\|D\|=1, D \succeq 0\right\}$. Therefore, we could solve (AP) using a basis for the nullspace of $\mathscr{A}_{C}$, e.g., using an onto linear function $\mathscr{N}_{\mathscr{A} C}$ on $\mathbb{S}^{n}$ that satisfies $\mathscr{R}\left(\mathscr{N}_{\mathscr{A}_{C}}^{*}\right)=\mathscr{N}\left(\mathscr{A}_{C}\right)$, and an approach based on maximizing the smallest eigenvalue:

$$
\delta \approx \sup _{y}\left\{\lambda_{\min }\left(\mathscr{N}_{\mathscr{A}_{C}}^{*} y\right): \operatorname{trace}\left(\mathscr{N}_{\mathscr{A}_{C}}^{*} y\right)=1,\|y\| \leq 1\right\}
$$

so, in the case when $\delta^{*}=0$, both (AP) and (DAP) can be seen as a max-min eigenvalue problem (subject to a bound and a linear constraint).

Finding $0 \neq D \succeq 0$ that solves $\mathscr{A}_{C}(D)=0$ is also equivalent to the SDP

$$
\begin{array}{ll}
\inf _{D} & \|D\|  \tag{1.23}\\
\text { s.t. } & \mathscr{A}_{C}(D)=0,\langle I, D\rangle=\sqrt{n}, D \succeq 0,
\end{array}
$$

a program for which the Slater CQ generally fails. (See Item 2 of Theorem 1.13.) This suggests that the problem of finding the recession direction $0 \neq D \succeq 0$ that certifies a failure for (1.1) to satisfy the Slater CQ may be a difficult problem.

One may detect whether the Slater CQ fails for the dual (1.2) using the auxiliary problem (1.18) and its dual (1.20).

Proposition 1.15. Assume that (1.2) is feasible, i.e., there exists $\hat{X} \in \mathbb{S}_{+}^{n}$ such that $\mathscr{A}(\hat{X})=b$. Then we have that $X$ is feasible for (1.2) if and only if

$$
X=\hat{X}+\mathscr{N}_{\mathscr{A}}^{*} y \succeq 0
$$

where $\mathscr{N}_{\mathscr{A}}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{n(n+1) / 2-m}$ is an onto linear transformation such that $\mathscr{R}\left(\mathscr{N}_{\mathscr{A}}^{*}\right)=$ $\mathscr{N}(\mathscr{A})$. Then the corresponding auxiliary problem

$$
\inf _{\delta, D} \delta \quad \text { s.t. } \quad\left\|\binom{\mathscr{N}_{\mathscr{A}}(D)}{\langle\hat{X}, D\rangle}\right\| \leq \delta,\langle I, D\rangle=\sqrt{n}, D \succeq 0
$$

either certifies that (1.2) satisfies the Slater CQ , or that 0 is the only feasible slack of (1.2), or detects a smaller face of $\mathbb{S}_{+}^{n}$ containing $\mathscr{F}_{D}$.
The results in Proposition 1.15 follows directly from the corresponding results for the primal problem (1.1). An alternative form of the auxiliary problem for (1.2) can be defined using the theorem of the alternative in Corollary 1.7.

Proposition 1.16. Assume that (1.2) is feasible. The dual auxiliary problem

$$
\begin{equation*}
\sup _{v, \lambda} \lambda \quad \text { s.t. } \quad(\mathscr{A}(I))^{T} v=1, b^{T} v=0, \mathscr{A}^{*} v \succeq \lambda I \tag{1.24}
\end{equation*}
$$

determines if (1.2) satisfies the Slater CQ. The dual of (1.24) is given by

$$
\begin{equation*}
\inf _{\mu, \Omega} \mu_{2} \quad \text { s.t. } \quad\langle I, \Omega\rangle=1, \mathscr{A}(\Omega)-\mu_{1} \mathscr{A}(I)-\mu_{2} b=0, \Omega \succeq 0 \tag{1.25}
\end{equation*}
$$

and the following hold under the assumption that (1.2) is feasible:
(1) If (1.24) is infeasible, then (1.2) must satisfy the Slater CQ.
(2) If (1.24) is feasible, then both (1.24) and (1.25) satisfy the Slater CQ. Moreover, the Slater CQ holds for (1.2) if and only if the optimal value of (1.24) is negative.
(3) If $\left(v^{*}, \lambda^{*}\right)$ is an optimal solution of (1.24) with $\lambda^{*} \geq 0$, then $\mathscr{F}_{D} \subseteq \mathbb{S}_{+}^{n} \cap$ $\left\{\mathscr{A}^{*} v^{*}\right\}^{\perp} \triangleleft \mathbb{S}_{+}^{n}$.
Since $X$ feasible for (1.2) implies that

$$
\left\langle\mathscr{A}^{*} v^{*}, X\right\rangle=\left(v^{*}\right)^{T}(\mathscr{A}(X))=\left(v^{*}\right)^{T} b=0,
$$

we conclude that $\mathscr{F}_{D} \subseteq \mathbb{S}_{+}^{n} \cap\left\{\mathscr{A}^{*} v^{*}\right\}^{\perp} \triangleleft \mathbb{S}_{+}^{n}$. Therefore, if (1.2) fails the Slater CQ, then, by solving (1.24), we can obtain a proper face of $\mathbb{S}_{+}^{n}$ that contains the feasible region $\mathscr{F}_{D}$ of (1.2).

Proof. The Lagrangian of (1.24) is given by

$$
\begin{aligned}
L(v, \lambda, \mu, \Omega) & =\lambda+\mu_{1}\left(1-\left(\mathscr{A}(I)^{T} v\right)\right)+\mu_{2}\left(-b^{T} v\right)+\left\langle\Omega, \mathscr{A}^{*} v-\lambda I\right\rangle \\
& =\lambda(1-\langle I, \Omega\rangle)+v^{T}\left(\mathscr{A}(\Omega)-\mu_{1} \mathscr{A}(I)-\mu_{2} b\right)+\mu_{2}
\end{aligned}
$$

This yields the dual program (1.25).
If (1.24) is infeasible, then we must have $b \neq 0$ and $\mathscr{A}(I)=k b$ for some $k \in \mathbb{R}$. If $k>0$, then $k^{-1} I$ is a Slater point for (1.2). If $k=0$, then $\mathscr{A}(\hat{X}+\lambda I)=b$ and $\hat{X}+\lambda I \succ 0$ for any $\hat{X}$ satisfying $\mathscr{A}(\hat{X})=b$ and sufficiently large $\lambda>0$. If $k<0$, then $\mathscr{A}\left(2 \hat{X}+k^{-1} I\right)=b$ for $\hat{X} \succeq 0$ satisfying $\mathscr{A}(\hat{X})=b$; and we have $2 \hat{X}+k^{-1} I \succ 0$.

If (1.24) is feasible, i.e., if there exists $\hat{v}$ such that $(\mathscr{A}(I))^{T} v=1$ and $b^{T} \hat{v}=0$, then

$$
(\hat{v}, \hat{\lambda})=\left(\hat{v}, \hat{\lambda}=\lambda_{\min }\left(\mathscr{A}^{*} \hat{v}\right)-1\right), \quad(\hat{\mu}, \hat{\Omega})=\left(\binom{1 / n}{0}, \frac{1}{n} I\right)
$$

is strictly feasible for (1.24) and (1.25) respectively.
Let $\left(v^{*}, \lambda^{*}\right)$ be an optimal solution of (1.25). If $\lambda^{*} \leq 0$, then for any $v \in \mathbb{R}^{m}$ with $\mathscr{A}^{*} y \succeq 0$ and $b^{T} v=0, v$ cannot be feasible for (1.24) so $\left\langle I, \mathscr{A}^{*} v\right\rangle \leq 0$. This implies that $\mathscr{A}^{*} v=0$. By Corollary 1.7, the Slater CQ holds for (1.2). If $\lambda^{*}>0$, then $v^{*}$ certifies that the Slater CQ fails for (1.2), again by Corollary 1.7.

The next result shows that $\delta^{*}$ from (AP) is a measure of how close the Slater CQ is to failing.

Theorem 1.17. Let $\left(\delta^{*}, D^{*}\right)$ denote an optimal solution of the auxiliary problem (1.18). Then $\delta^{*}$ bounds how far the feasible primal slacks $Z=C-\mathscr{A}^{*} y \succeq 0$ are from orthogonality to $D^{*}$ :

$$
0 \leq \sup _{0 \preceq Z=C-\mathscr{A}^{*} y \neq 0} \frac{\left\langle D^{*}, Z\right\rangle}{\left\|D^{*}\right\|\|Z\|} \leq \alpha(\mathscr{A}, C):= \begin{cases}\frac{\delta^{*}}{\sigma_{\min }(\mathscr{A})} & \text { if } C \in \mathscr{R}\left(\mathscr{A}^{*}\right)  \tag{1.26}\\ \frac{\delta^{*}}{\sigma_{\min }\left(\mathscr{A}_{C}\right)} & \text { if } C \notin \mathscr{R}\left(\mathscr{A}^{*}\right)\end{cases}
$$

Proof. Since $\left\langle\frac{1}{\sqrt{n}} I, D^{*}\right\rangle=1$, we get

$$
\left\|D^{*}\right\| \geq \frac{\left\langle\frac{1}{\sqrt{n}} I, D^{*}\right\rangle}{\left\|\frac{1}{\sqrt{n}} I\right\|}=\frac{1}{\frac{1}{\sqrt{n}}\|I\|}=1
$$

If $C=\mathscr{A}^{*} y_{C}$ for some $y_{C} \in \mathbb{R}^{m}$, then for any $Z=C-\mathscr{A}^{*} y \succeq 0$,

$$
\begin{aligned}
\cos \theta_{D^{*}, Z}:=\frac{\left\langle D^{*}, C-\mathscr{A}^{*} y\right\rangle}{\left\|D^{*}\right\|\left\|C-\mathscr{A}^{*} y\right\|} & \leq \frac{\left\langle\mathscr{A}\left(D^{*}\right), y_{C}-y\right\rangle}{\left\|\mathscr{A}^{*}\left(y_{C}-y\right)\right\|} \\
& \leq \frac{\left\|\mathscr{A}\left(D^{*}\right)\right\|\left\|y_{C}-y\right\|}{\sigma_{\min }\left(\mathscr{A}^{*}\right)\left\|y_{C}-y\right\|} \\
& \leq \frac{\delta^{*}}{\sigma_{\min }(\mathscr{A})}
\end{aligned}
$$

If $C \notin \mathscr{R}\left(\mathscr{A}^{*}\right)$, then by Assumption 1.1, $\mathscr{A}_{C}$ is onto so $\left\langle D^{*}, C-\mathscr{A}^{*} y\right\rangle=\left\langle\mathscr{A}_{C}\left(D^{*}\right),\binom{-y}{1}\right\rangle$ implies that $0 \preceq C-\mathscr{A}^{*} y \neq 0, \forall y \in \mathscr{F}_{P}$. Therefore the cosine of the angle $\theta_{D^{*}, Z}$ between $D^{*}$ and $Z=C-\mathscr{A}^{*} y \succeq 0$ is bounded by

$$
\begin{aligned}
\cos \theta_{D^{*}, Z}=\frac{\left\langle D^{*}, C-\mathscr{A}^{*} y\right\rangle}{\left\|D^{*}\right\|\left\|C-\mathscr{A}^{*} y\right\|} & \leq \frac{\left\langle\mathscr{A}_{C}\left(D^{*}\right),\binom{-y}{1}\right\rangle}{\left\|\mathscr{A}_{C}^{*}\binom{-y}{1}\right\|} \\
& \leq \frac{\left\|\mathscr{A}_{C}\left(D^{*}\right)\right\|\left\|\binom{-y}{1}\right\|}{\sigma_{\min }\left(\mathscr{A}_{C}\right)\left\|\binom{-y}{1}\right\|} \\
& =\frac{\delta^{*}}{\sigma_{\min }\left(\mathscr{A}_{C}\right)}
\end{aligned}
$$

Theorem 1.17 provides a lower bound for the angle and distance between feasible slack vectors and the vector $D^{*}$ on the boundary of $\mathbb{S}_{+}^{n}$. For our purposes, the theorem is only useful when $\alpha(\mathscr{A}, C)$ is small. Given that $\delta^{*}=\left\|\mathscr{A}_{C}\left(D^{*}\right)\right\|$, we see that the lower bound is independent of simple scaling of $\mathscr{A}_{C}$, though not necessarily independent of the conditioning of $\mathscr{A}_{C}$. Thus, $\delta^{*}$ provides qualitative information about both the conditioning of $\mathscr{A}_{C}$ and the distance to infeasibility.

We now strengthen the result in Theorem 1.17 by using more information from $D^{*}$. In applications we expect to choose the partitions of $U$ and $D^{*}$ to satisfy $\lambda_{\text {min }}\left(D_{+}\right) \gg \lambda_{\text {max }}\left(D_{\varepsilon}\right)$.
Proposition 1.18. Let $\left(\delta^{*}, D^{*}\right)$ denote an optimal solution of the auxiliary problem (1.18), and let

$$
D^{*}=\left[\begin{array}{ll}
P & Q
\end{array}\right]\left[\begin{array}{cc}
D_{+} & 0  \tag{1.27}\\
0 & D_{\varepsilon}
\end{array}\right]\left[\begin{array}{ll}
P & Q
\end{array}\right]^{T},
$$



Fig. 1.1 Minimal Face; $0<\delta^{*} \ll 1$
with $U=[P Q]$ orthogonal, and $D_{+} \succ 0$.
Let $0 \neq Z:=C-\mathscr{A}^{*} y \succeq 0$ and $Z_{Q}:=Q Q^{T} Z Q Q^{T}$. Then $Z_{Q}$ is the closest point in $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathbb{S}_{+}^{n}$ to $Z$; and, the cosine of the angle $\theta_{Z, Z_{Q}}$ between $Z$ and the face $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathbb{S}_{+}^{n}$ satisfies

$$
\begin{equation*}
\cos \theta_{Z, Z_{Q}}:=\frac{\left\langle Z, Z_{Q}\right\rangle}{\|Z\|\left\|Z_{Q}\right\|}=\frac{\left\|Q^{T} Z Q\right\|}{\|Z\|} \geq 1-\alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}, \tag{1.28}
\end{equation*}
$$

where $\alpha(\mathscr{A}, C)$ is defined in (1.26). Thus the angle between any feasible slack and the face $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathbb{S}_{+}^{n}$ cannot be too large in the sense that

$$
\inf _{0 \neq Z=C-\mathscr{A}^{*} y \succeq 0} \cos \theta_{Z, Z_{Q}} \geq 1-\alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)} .
$$

Moreover, the normalized distance to the face is bounded as in

$$
\begin{equation*}
\left\|Z-Z_{Q}\right\|^{2} \leq 2\|Z\|^{2}\left[\alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}\right] \tag{1.29}
\end{equation*}
$$

Proof. Since $Z \succeq 0$, we have $Q^{T} Z Q \in \operatorname{argmin}_{W \succeq 0}\left\|Z-Q W Q^{T}\right\|$. This shows that $Z_{Q}:=Q Q^{T} Z Q Q^{T}$ is the closest point in $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathbb{S}_{+}^{n}$ to $Z$. The expression for the angle in (1.28) follows using

$$
\begin{equation*}
\frac{\left\langle Z, Z_{Q}\right\rangle}{\|Z\|\left\|Z_{Q}\right\|}=\frac{\left\|Q^{T} Z Q\right\|^{2}}{\|Z\|\left\|Q^{T} Z Q\right\|}=\frac{\left\|Q^{T} Z Q\right\|}{\|Z\|} . \tag{1.30}
\end{equation*}
$$

From Theorem 1.17, we see that $0 \neq Z=C-\mathscr{A}^{*} y \succeq 0$ implies that $\left\langle\frac{1}{\|Z\|} Z, D^{*}\right\rangle \leq$ $\alpha(\mathscr{A}, C)\left\|D^{*}\right\|$. Therefore, the optimal value of the following optimization problem provides a lower bound on the quantity in (1.30).

$$
\begin{align*}
\gamma_{0}:=\min _{Z} & \left\|Q^{T} Z Q\right\| \\
\text { s.t. }\left\langle Z, D^{*}\right\rangle & \leq \alpha(\mathscr{A}, C)\left\|D^{*}\right\|  \tag{1.31}\\
\|Z\|^{2} & =1, \quad Z \succeq 0 .
\end{align*}
$$

Since $\left\langle Z, D^{*}\right\rangle=\left\langle P^{T} Z P, D_{+}\right\rangle+\left\langle Q^{T} Z Q, D_{\varepsilon}\right\rangle \geq\left\langle P^{T} Z P, D_{+}\right\rangle$whenever $Z \succeq 0$, we have

$$
\begin{array}{r}
\gamma_{0} \geq \gamma:=\min _{Z} \quad\left\|Q^{T} Z Q\right\| \\
\text { s.t. }\left\langle P^{T} Z P, D_{+}\right\rangle \leq \alpha(\mathscr{A}, C)\left\|D^{*}\right\|  \tag{1.32}\\
\|Z\|^{2}=1, \quad Z \succeq 0 .
\end{array}
$$

It is possible to find the optimal value $\gamma$ of (1.32). After the orthogonal rotation

$$
Z=\left[\begin{array}{ll}
P & Q
\end{array}\right]\left[\begin{array}{cc}
S & V \\
V^{T} & W
\end{array}\right]\left[\begin{array}{ll}
P & Q
\end{array}\right]^{T}=P S P^{T}+P V Q^{T}+Q V^{T} P^{T}+Q W Q^{T}
$$

where $S \in \mathbb{S}_{+}^{n-\bar{n}}, W \in \mathbb{S}_{+}^{\bar{n}}$ and $V \in \mathbb{R}^{(n-\bar{n}) \times \bar{n}},(1.32)$ can be rewritten as

$$
\begin{array}{cc}
\gamma=\min _{S, V, W} & \|W\| \\
\text { s.t. } & \left\langle S, D_{+}\right\rangle \leq \alpha(\mathscr{A}, C)\left\|D^{*}\right\|  \tag{1.33}\\
& \|S\|^{2}+2\|V\|^{2}+\|W\|^{2}=1 \\
& {\left[\begin{array}{cc}
S & V \\
V^{T} & W
\end{array}\right] \in \mathbb{S}_{+}^{n} .}
\end{array}
$$

Since

$$
\begin{equation*}
\|V\|^{2} \leq\|S\|\|W\| \tag{1.34}
\end{equation*}
$$

holds whenever $\left[\begin{array}{cc}S & V \\ V^{T} & W\end{array}\right] \succeq 0$, we have that $(\|S\|+\|W\|)^{2} \geq\|S\|^{2}+2\|V\|^{2}+\|W\|^{2}$. This yields

$$
\begin{array}{ccc}
\gamma \geq \bar{\gamma}:=\min _{S, V, W} & \|W\| & \bar{\gamma} \geq \min _{S} \\
\text { s.t. } & \left\langle S, D_{+}\right\rangle \leq \alpha(\mathscr{A}, C)\left\|D^{*}\right\| & \text { s.t. } \\
& \left\langle S, D_{+}\right\rangle \leq \alpha(\mathscr{A}, C)\left\|D^{*}\right\| \\
\|S\|+\|W\| \geq 1 & & S \succeq 0  \tag{1.35}\\
S \succeq 0, W \succeq 0 . & &
\end{array}
$$

Since $\lambda_{\min }\left(D_{+}\right)\|S\| \leq\left\langle S, D_{+}\right\rangle \leq \alpha(\mathscr{A}, C)\left\|D^{*}\right\|$, we see that the objective value of the last optimization problem in (1.35) is bounded below by $1-\alpha(\mathscr{A}, C)\left\|D^{*}\right\| / \lambda_{\min }\left(D_{+}\right)$. Now let $u$ be a normalized eigenvector of $D_{+}$corresponding to its smallest eigenvalue $\lambda_{\min }\left(D_{+}\right)$. Then $S^{*}=\frac{\alpha(\mathscr{A}, C)\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)} u u^{T}$ solves the last optimization problem in (1.35), with corresponding optimal value $1-\frac{\alpha(\mathscr{A}, C)\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}$.

$$
\text { Let } \beta:=\min \left\{\frac{\alpha(\mathscr{A}, C)\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}, 1\right\} \text {. Then } \gamma \geq 1-\beta \text {. Also, }
$$

$$
\left[\begin{array}{cc}
S & V \\
V^{T} & W
\end{array}\right]:=\binom{\sqrt{\beta} u}{\sqrt{1-\beta} e_{1}}\binom{\sqrt{\beta} u}{\sqrt{1-\beta} e_{1}}^{T}=\left[\begin{array}{cc}
\beta u u^{T} & \sqrt{\beta(1-\beta)} u e_{1}^{T} \\
\sqrt{\beta(1-\beta)} e_{1} u^{T} & (1-\beta) e_{1} e_{1}^{T}
\end{array}\right] \in \mathbb{S}_{+}^{n} .
$$

Therefore $(S, V, W)$ is feasible for (1.33), and attains an objective value $1-\beta$. This shows that $\gamma=1-\beta$ and proves (1.28).

The last claim (1.29) follows immediately from

$$
\begin{aligned}
\left\|Z-Z_{Q}\right\|^{2} & =\|Z\|^{2}\left(1-\frac{\left\|Q^{T} Z Q\right\|^{2}}{\|Z\|^{2}}\right) \\
& \leq\|Z\|^{2}\left[1-\left(1-\alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}\right)^{2}\right] \\
& \leq 2\|Z\|^{2} \alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}
\end{aligned}
$$

These results are related to the extreme angles between vectors in a cone studied in [29, 33]. Moreover, it is related to the distances to infeasibility in e.g., [46], in which the distance to infeasibility is shown to provide backward and forward error bounds.

We now see that we can use the rotation $U=[P Q]$ obtained from the diagonalization of the optimal $D^{*}$ in the auxiliary problem (1.18) to reveal nearness to infeasibility, as discussed in e.g., [46]. Or, in our approach, this reveals nearness to a facial decomposition. We use the following results to bound the size of certain blocks of a feasible slack $Z$.

Corollary 1.19. Let $\left(\delta^{*}, D^{*}\right)$ denote an optimal solution of the auxiliary problem (1.18), as in Theorem 1.17; and let

$$
D^{*}=\left[\begin{array}{ll}
P & Q
\end{array}\right]\left[\begin{array}{cc}
D_{+} & 0  \tag{1.36}\\
0 & D_{\varepsilon}
\end{array}\right]\left[\begin{array}{ll}
P & Q
\end{array}\right]^{T},
$$

with $U=[P Q]$ orthogonal, and $D_{+} \succ 0$. Then for any feasible slack $0 \neq Z=$ $C-\mathscr{A}^{*} y \succeq 0$, we have

$$
\begin{equation*}
\operatorname{trace} P^{T} Z P \leq \alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}\|Z\|, \tag{1.37}
\end{equation*}
$$

where $\alpha(\mathscr{A}, C)$ is defined in (1.26).
Proof. Since

$$
\begin{align*}
\left\langle D^{*}, Z\right\rangle & =\left\langle\left[\begin{array}{cc}
D_{+} & 0 \\
0 & D_{\varepsilon}
\end{array}\right],\left[\begin{array}{cc}
P^{T} Z P & P^{T} Z Q \\
Q^{T} Z P & Q^{T} Z Q
\end{array}\right]\right\rangle \\
& =\left\langle D_{+}, P^{T} Z P\right\rangle+\left\langle D_{\varepsilon}, Q^{T} Z Q\right\rangle  \tag{1.38}\\
& \geq\left\langle D_{+}, P^{T} Z P\right\rangle \\
& \geq \lambda_{\min }\left(D_{+}\right) \text {trace } P^{T} Z P,
\end{align*}
$$

the claim follows from Theorem 1.17.
Remark 1.20. We now summarize the information available from a solution of the auxiliary problem, with optima $\delta^{*} \geq 0, D^{*} \nsucc 0$. We let $0 \neq Z=C-\mathscr{A}^{*} y \succeq 0$ denote a feasible slack. In particular, we emphasize the information obtained from the rotation $U^{T} Z U$ using the orthogonal $U$ that block diagonalizes $D^{*}$ and from the closest point $Z_{Q}=Q Q^{T} Z Q Q^{T}$. We note that replacing all feasible $Z$ with the projected $Z_{Q}$ provides a nearby problem for the backwards stability argument. Alterna-
tively, we can view the nearby problem by projecting the data $A_{i} \leftarrow Q Q^{T} A_{i} Q Q^{T}$, $\forall i$, $C \leftarrow Q Q^{T} C Q Q^{T}$.

1. From (1.26) in Theorem 1.17, we get a lower bound on the angle (upper bound on the cosine of the angle)

$$
\cos \theta_{D^{*}, Z}=\frac{\left\langle D^{*}, Z\right\rangle}{\left\|D^{*}\right\|\|Z\|} \leq \alpha(\mathscr{A}, C)
$$

2. In Proposition 1.18 with orthogonal $U=[P Q]$, we get upper bounds on the angle between a feasible slack and the face defined using $Q \cdot Q^{T}$ and on the normalized distance to the face.

$$
\begin{gathered}
\cos \theta_{Z, Z_{Q}}:=\frac{\left\langle Z, Z_{Q}\right\rangle}{\|Z\|\left\|Z_{Q}\right\|}=\frac{\left\|Q^{T} Z Q\right\|}{\|Z\|} \geq 1-\alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)} . \\
\left\|Z-Z_{Q}\right\|^{2} \leq 2\|Z\|^{2}\left[\alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}\right] .
\end{gathered}
$$

3. After the rotation using the orthogonal $U$, the $(1,1)$ principal block is bounded as

$$
\operatorname{trace} P^{T} Z P \leq \alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}\|Z\|
$$

## Rank-revealing rotation and equivalent problems

We may use the results from Theorem 1.17 and Corollary 1.19 to get two rotated optimization problems equivalent to (1.1). The equivalent problems indicate that, in the case when $\delta^{*}$ is sufficiently small, it is possible to reduce the dimension of the problem and get a nearby problem that helps in the facial reduction. The two equivalent formulations can be used to illustrate backwards stability with respect to a perturbation of the cone $\mathbb{S}_{+}^{n}$.

First we need to find a suitable shift of $C$ to allow a proper facial projection. This is used in Theorem 1.22, below.

Lemma 1.21. Let $\delta^{*}, D^{*}, U=[P Q], D_{+}, D_{\varepsilon}$ be defined as in the hypothesis of Corollary 1.19. Let $\left(y_{Q}, W_{Q}\right) \in \mathbb{R}^{m} \times \mathbb{S}^{\bar{n}}$ be the best least squares solution to the equation $Q W Q^{T}+\mathscr{A}^{*} y=C$, that is, $\left(y_{Q}, W_{Q}\right)$ is the optimal solution of minimum norm to the linear least squares problem

$$
\begin{equation*}
\min _{y, W} \frac{1}{2}\left\|C-\left(Q W Q^{T}+\mathscr{A}^{*} y\right)\right\|^{2} \tag{1.39}
\end{equation*}
$$

Let $C_{Q}:=Q W_{Q} Q^{T}$ and $C_{\text {res }}:=C-\left(C_{Q}+\mathscr{A}^{*} y_{Q}\right)$. Then

$$
\begin{equation*}
Q^{T} C_{\mathrm{res}} Q=0, \quad \text { and } \quad \mathscr{A}\left(C_{\mathrm{res}}\right)=0 \tag{1.40}
\end{equation*}
$$

Moreover, if $\delta^{*}=0$, then for any feasible solution $y$ of (1.1), we get

$$
\begin{equation*}
C-\mathscr{A}^{*} y \in \mathscr{R}\left(Q \cdot Q^{T}\right) \tag{1.41}
\end{equation*}
$$

and further $\left(y, Q^{T}\left(C-\mathscr{A}^{*} y\right) Q\right)$ is an optimal solution of (1.39), whose optimal value is zero.

Proof. Let $\Omega(y, W):=\frac{1}{2}\left\|C-\left(Q W Q^{T}+\mathscr{A}^{*} y\right)\right\|^{2}$. Since
$\Omega(y, W)=\frac{1}{2}\|C\|^{2}+\frac{1}{2}\left\|\mathscr{A}^{*} y\right\|^{2}+\frac{1}{2}\|W\|^{2}+\left\langle Q W Q^{T}, \mathscr{A}^{*} y\right\rangle-\left\langle Q^{T} C Q, W\right\rangle-\langle\mathscr{A}(C), y\rangle$,
we have $\left(y_{Q}, W_{Q}\right)$ solves (1.39) if, and only if,

$$
\begin{align*}
\nabla_{y} \Omega & =\mathscr{A}\left(Q W Q^{T}-\left(C-\mathscr{A}^{*} y\right)\right)=0  \tag{1.42}\\
\text { and } \quad \nabla_{w} \Omega & =W-\left[Q^{T}\left(C-\mathscr{A}^{*} y\right) Q\right]=0 \tag{1.43}
\end{align*}
$$

Then (1.40) follows immediately by substitution.
If $\delta^{*}=0$, then $\left\langle D^{*}, A_{i}\right\rangle=0$ for $i=1, \ldots, m$ and $\left\langle D^{*}, C\right\rangle=0$. Hence, for any $y \in \mathbb{R}^{m}$,

$$
\left\langle D_{+}, P^{T}\left(C-\mathscr{A}^{*} y\right) P\right\rangle+\left\langle D_{\varepsilon}, Q^{T}\left(C-\mathscr{A}^{*} y\right) Q\right\rangle=\left\langle D^{*}, C-\mathscr{A}^{*} y\right\rangle=0
$$

If $C-\mathscr{A}^{*} y \succeq 0$, then we must have $P^{T}\left(C-\mathscr{A}^{*} y\right) P=0$ (as $D_{+} \succ 0$ ), and so $P^{T}(C-$ $\left.\mathscr{A}^{*} y\right) Q=0$. Hence

$$
\begin{aligned}
C-\mathscr{A}^{*} y & =U U^{T}\left(C-\mathscr{A}^{*} y\right) U U^{T} \\
& =U[P Q]^{T}\left(C-\mathscr{A}^{*} y\right)[P Q] U^{T} \\
& =Q Q^{T}\left(C-\mathscr{A}^{*} y\right) Q Q^{T}
\end{aligned}
$$

i.e., we conclude (1.41) holds.

The last statement now follows from substituting $W=Q^{T}\left(C-\mathscr{A}^{*} y\right) Q$ in (1.39).
We can now use the rotation from Corollary 1.19 with a shift of $C$ (to $C_{\text {res }}+C_{Q}=$ $C-\mathscr{A}^{*} y_{Q}$ ) to get two equivalent problems to (P). This emphasizes that when $\delta^{*}$ is small, then the auxiliary problem reveals a block structure with one principal block and three small/negligible blocks. If $\delta$ is small, then $\beta$ in the following Theorem 1.22 is small. Then fixing $\beta=0$ results in a nearby problem to ( P ) that illustrates backward stability of the facial reduction.

Theorem 1.22. Let $\delta^{*}, D^{*}, U=[P Q], D_{+}, D_{\varepsilon}$ be defined as in the hypothesis of Corollary 1.19, and let $y_{Q}, W_{Q}, C_{Q}, C_{\text {res }}$ be defined as in Lemma 1.21. Define the scalar

$$
\begin{equation*}
\beta:=\alpha(\mathscr{A}, C) \frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)}, \tag{1.44}
\end{equation*}
$$

and the convex cone $T_{\beta} \subseteq \mathbb{S}_{+}^{n}$ partitioned appropriately as in (1.36),

$$
T_{\beta}:=\left\{Z=\left[\begin{array}{cc}
A & B  \tag{1.45}\\
B^{T} & C
\end{array}\right] \in \mathbb{S}_{+}^{n}: \text { trace } A \leq \beta \text { trace } Z\right\}
$$

Then we get the following two equivalent programs to $(\mathrm{P})$ in (1.1):

1. using the rotation $U$ and the cone $T_{\beta}$,

$$
v_{P}=\sup _{y}\left\{b^{T} y:\left[\begin{array}{ll}
P^{T} Z P & P^{T} Z Q  \tag{1.46}\\
Q^{T} Z P & Q^{T} Z Q
\end{array}\right] \succeq T_{\beta} 0, Z=C-\mathscr{A}^{*} y\right\}
$$

2. using $\left(y_{Q}, W_{Q}\right)$,

$$
v_{P}=b^{T} y_{Q}+\sup _{y}\left\{b^{T} y:\left[\begin{array}{l}
P^{T} Z P P^{T} Z Q \\
Q^{T} Z P Q^{T} Z Q
\end{array}\right] \succeq r_{\beta} 0, Z=C_{\mathrm{res}}+C_{Q}-\mathscr{A}^{*} y\right\}(1.47)
$$

Proof. From Corollary 1.19,

$$
\mathscr{F}_{P}=\left\{y:\left[\begin{array}{cc}
P^{T} Z P & P^{T} Z Q  \tag{1.48}\\
Q^{T} Z P & Q^{T} Z Q
\end{array}\right] \succeq T_{\beta} 0, Z=C-\mathscr{A}^{*} y\right\}
$$

hence the equivalence of (1.1) with (1.46) follows.
For (1.47), first note that for any $y \in \mathbb{R}^{m}$,

$$
Z:=C_{\mathrm{res}}+C_{Q}-\mathscr{A}^{*} y=C-\mathscr{A}^{*}\left(y+y_{Q}\right)
$$

so $Z \succeq 0$ if and only if $y+y_{Q} \in \mathscr{F}_{P}$, if and only if $Z \in T_{\beta}$. Hence

$$
\mathscr{F}_{P}=y_{Q}+\left\{y:\left[\begin{array}{cc}
P^{T} Z P & P^{T} Z Q  \tag{1.49}\\
Q^{T} Z P & Q^{T} Z Q
\end{array}\right] \succeq T_{\beta} 0, Z=C_{\mathrm{res}}+Q W_{Q} Q^{T}-\mathscr{A}^{*} y\right\}
$$

and (1.47) follows.
Remark 1.23. As mentioned above, Theorem 1.22 illustrates the backwards stability of the facial reduction. It is difficult to state this precisely due to the shifts done and the changes to the constraints in the algorithm. For simplicity, we just discuss one iteration. The original problem $(\mathrm{P})$ is equivalent to the problem in (1.46). Therefore, a facial reduction step can be applied to the original problem or equivalently to (1.46). We then perturb this problem in (1.46) by setting $\beta=0$. The algorithm applied to this nearby problem with exact arithmetic will result in the same step.

## Reduction to two smaller problems

Following the results from Theorems 1.13 and 1.22, we focus on the case where $\delta^{*}=0$ and $\mathscr{R}_{\mathrm{D}} \cap \mathbb{S}_{++}^{n}=\emptyset$. In this case we get a proper face $Q \mathbb{S}_{+}^{\bar{n}} Q^{T} \triangleleft \mathbb{S}_{+}^{n}$. We obtain two different equivalent formulations of the problem by restricting to this smaller face. In the first case, we stay in the same dimension for the domain variable $y$ but decrease the constraint space and include equality constraints. In the second case,
we eliminate the equality constraints and move to a smaller dimensional space for $y$. We first see that when we have found the minimal face, then we obtain an equivalent regularized problem as was done for LP in Section 1.

Corollary 1.24. Suppose that the minimal face $f_{P}$ of $(\mathrm{P})$ is found using the orthogonal $U=\left[P_{\text {fin }} Q_{\text {fin }}\right]$, so that $f_{P}=Q_{\text {fin }} \mathbb{S}_{+}^{r} Q_{\mathrm{fin}}^{T}, 0<r<n$. Then an equivalent problem to $(\mathrm{P})$ is

$$
\begin{align*}
& v_{P}=\sup b^{T} y \\
& \begin{aligned}
\left(\mathrm{P}_{P Q, \text { reg }}\right) & \text { s.t. } Q_{\text {fin }}^{T}\left(\mathscr{A}^{*} y\right) Q_{\text {fin }} \\
\mathscr{A}_{\text {fin }}^{*} y & \preceq Q_{\text {fin }}^{T} C Q_{\text {fin }} \\
& =\mathscr{A}_{\text {fin }}^{*} y y_{\text {fin }},
\end{aligned} \tag{1.50}
\end{align*}
$$

where $\left(y_{Q_{\mathrm{fin}}}, W_{Q_{\mathrm{fin}}}\right)$ solves the least squares problem $\min _{y, W}\left\|C-\left(\mathscr{A}^{*} y+Q_{\mathrm{fin}} W Q_{\text {fin }}^{T}\right)\right\|$, and $\mathscr{A}_{\text {fin }}^{*}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{t}$ is a full rank (onto) representation of the linear transformation

$$
y \mapsto\left[\begin{array}{c}
P_{\text {fin }}^{T}\left(\mathscr{A}^{*} y\right) P_{\text {fin }} \\
Q_{\text {fin }}^{T}\left(\mathscr{A}^{*} y\right) P_{\text {fin }}
\end{array}\right] .
$$

Moreover, $\left(\mathrm{P}_{P Q, \text { reg }}\right)$ is regularized i.e., the RCQ holds.
Proof. The result follows immediately from Theorem 1.22, since the definition of the minimal face implies that there exists a feasible $\hat{y}$ which satisfies the constraints in (1.50). The new equality constraint is constructed to be full rank and not change the feasible set.

Alternatively, we now reduce (1.1) to an equivalent problem over a spectrahedron in a lower dimension using the spectral decomposition of $D^{*}$.

Proposition 1.25. Let the notation and hypotheses in Theorem 1.22 hold with $\delta^{*}=$ 0 and $D^{*}=\left[\begin{array}{ll}P & Q\end{array}\right]\left[\begin{array}{rr}D_{+} & 0 \\ 0 & 0\end{array}\right]\left[\begin{array}{c}P^{T} \\ Q^{T}\end{array}\right]$, where $[P Q]$ is orthogonal, $Q \in \mathbb{R}^{n \times \bar{n}}$ and $D_{+} \succ 0$.
Then

$$
\begin{align*}
v_{P}=\sup \left\{b^{T} y:\right. & Q^{T}\left(C-\mathscr{A}^{*} y\right) Q \succeq 0 \\
& P^{T}\left(\mathscr{A}^{*} y\right) P=P^{T}\left(\mathscr{A}^{*} y_{Q}\right) P,  \tag{1.51}\\
& \left.Q^{T}\left(\mathscr{A}^{*} y\right) P=Q^{T}\left(\mathscr{A}^{*} y_{Q}\right) P\right\}
\end{align*}
$$

Moreover:

1. If $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\{0\}$, then for any $y_{1}, y_{2} \in \mathscr{F}_{P}, b^{T} y_{1}=b^{T} y_{2}=v_{P}$.
2. If $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right) \neq\{0\}$, and if, for some $\bar{m}>0, \mathscr{P}: \mathbb{R}^{\bar{m}} \rightarrow \mathbb{R}^{m}$ is an injective linear map such that $\mathscr{R}\left(\mathscr{A}^{*} \mathscr{P}\right)=\mathscr{R}\left(\mathscr{A}^{*}\right) \cap \mathscr{R}\left(Q \cdot Q^{T}\right)$, then we have

$$
\begin{equation*}
v_{P}=b^{T} y_{Q}+\sup _{v}\left\{\left(\mathscr{P}^{*} b\right)^{T} v: W_{Q}-Q^{T}\left(\mathscr{A}^{*} \mathscr{P} v\right) Q \succeq 0\right\} \tag{1.52}
\end{equation*}
$$

And, if $v^{*}$ is an optimal solution of (1.52), then $y^{*}=y_{Q}+\mathscr{P} v^{*}$ is an optimal solution of (1.1).

Proof. Since $\delta^{*}=0$, from Lemma 1.21 we have that $C=C_{Q}+\mathscr{A}^{*} y_{Q}, C_{Q}=$ $Q W_{Q} Q^{T}$, for some $y_{Q} \in \mathbb{R}^{m}$ and $W_{Q} \in \mathbb{S}^{\bar{n}}$. Hence by (1.48),

$$
\begin{align*}
\mathscr{F}_{P} & =\left\{y \in \mathbb{R}^{m}: Q^{T}\left(C-\mathscr{A}^{*} y\right) Q \succeq 0, P^{T}\left(C-\mathscr{A}^{*} y\right) P=0, Q^{T}\left(C-\mathscr{A}^{*} y\right) P=0\right\} \\
& =\left\{y \in \mathbb{R}^{m}: Q^{T}\left(C-\mathscr{A}^{*} y\right) Q \succeq 0, P^{T}\left(\mathscr{A}^{*}\left(y-y_{Q}\right)\right) P=0, Q^{T}\left(\mathscr{A}^{*}\left(y-y_{Q}\right)\right) P=0\right\} \tag{1.53}
\end{align*}
$$

and (1.51) follows.

1. Since $C-\mathscr{A}^{*} y \in \mathscr{R}\left(Q \cdot Q^{T}\right), \forall y \in \mathscr{F}_{P}$, we get $\mathscr{A}^{*}\left(y_{2}-y_{1}\right)=\left(C-\mathscr{A}^{*} y_{1}\right)-$ $\left(C-\mathscr{A}^{*} y_{2}\right) \in \mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\{0\}$. Given that $\mathscr{A}$ is onto, we get $b=$ $\mathscr{A}(\hat{X})$, for some $\hat{X} \in \mathbb{S}^{n}$, and

$$
b^{T}\left(y_{2}-y_{1}\right)=\left\langle\hat{X}, \mathscr{A}^{*}\left(y_{2}-y_{1}\right)\right\rangle=0
$$

2. From (1.53),

$$
\begin{aligned}
\mathscr{F}_{P} & =y_{Q}+\left\{y: W_{Q}-Q^{T}\left(\mathscr{A}^{*} y\right) Q \succeq 0, P^{T}\left(\mathscr{A}^{*} y\right) P=0, Q^{T}\left(\mathscr{A}^{*} y\right) P=0\right\} \\
& =y_{Q}+\left\{y: W_{Q}-Q^{T}\left(\mathscr{A}^{*} y\right) Q \succeq 0, \mathscr{A}^{*} y \in \mathscr{R}\left(Q \cdot Q^{T}\right)\right\} \\
& =y_{Q}+\left\{\mathscr{P}_{v}: W_{Q}-Q^{T}\left(\mathscr{A}^{*} \mathscr{P} v\right) Q \succeq 0\right\},
\end{aligned}
$$

the last equality follows from the choice of $\mathscr{P}$. Therefore, (1.52) follows, and if $v^{*}$ is an optimal solution of (1.52), then $y_{Q}+\mathscr{P} v^{*}$ is an optimal solution of (1.1).

Next we establish the existence of the operator $\mathscr{P}$ mentioned in Proposition 1.25.
Proposition 1.26. For any $n \times n$ orthogonal matrix $U=[P Q]$ and any surjective linear operator $\mathscr{A}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}$ with $\bar{m}:=\operatorname{dim}\left(\mathscr{R}\left(\mathscr{A}^{*}\right) \cap \mathscr{R}\left(Q \cdot Q^{T}\right)\right)>0$, there exists a one-one linear transformation $\mathscr{P}: \mathbb{R}^{\bar{m}} \rightarrow \mathbb{R}^{m}$ that satisfies

$$
\begin{align*}
\mathscr{R}\left(\mathscr{A}^{*} \mathscr{P}\right) & =\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right),  \tag{1.54}\\
\mathscr{R}(\mathscr{P}) & =\mathscr{N}\left(P^{T}\left(\mathscr{A}^{*} \cdot\right) P\right) \cap \mathscr{N}\left(P^{T}\left(\mathscr{A}^{*} \cdot\right) Q\right) \tag{1.55}
\end{align*}
$$

Moreover, $\overline{\mathscr{A}}: \mathbb{S}^{\bar{n}} \rightarrow \mathbb{R}^{\bar{m}}$ is defined by

$$
\overline{\mathscr{A}}^{*}(\cdot):=Q^{T}\left(\mathscr{A}^{*} \mathscr{P}(\cdot)\right) Q
$$

is onto.
Proof. Recall that for any matrix $X \in \mathbb{S}^{n}$,

$$
X=U U^{T} X U U^{T}=P P^{T} X P P^{T}+P P^{T} X Q Q^{T}+Q Q^{T} X P P^{T}+Q Q^{T} X Q Q^{T}
$$

Moreover, $P^{T} Q=0$. Therefore, $X \in \mathscr{R}\left(Q \cdot Q^{T}\right)$ implies $P^{T} X P=0$ and $P^{T} X Q=0$. Conversely, $P^{T} X P=0$ and $P^{T} X Q=0$ implies $X=Q Q^{T} X Q Q^{T}$. Therefore $X \in$ $\mathscr{R}\left(Q \cdot Q^{T}\right)$ if, and only if, $P^{T} X P=0$ and $P^{T} X Q=0$.

For any $y \in \mathbb{R}^{m}, \mathscr{A}^{*} y \in \mathscr{R}\left(Q \cdot Q^{T}\right)$ if, and only if,

$$
\sum_{i=1}^{m}\left(P^{T} A_{i} P\right) y_{i}=0 \quad \text { and } \quad \sum_{i=1}^{m}\left(P^{T} A_{i} Q\right) y_{i}=0
$$

which holds if, and only if, $y \in \operatorname{span}\{\beta\}$, where $\beta:=\left\{y_{1}, \ldots, y_{\bar{m}}\right\}$ is a basis of the linear subspace

$$
\left\{y: \sum_{i=1}^{m}\left(P^{T} A_{i} P\right) y_{i}=0\right\} \cap\left\{y: \sum_{i=1}^{m}\left(P^{T} A_{i} Q\right) y_{i}=0\right\}=\mathscr{N}\left(P^{T}\left(\mathscr{A}^{*} \cdot\right) P\right) \cap \mathscr{N}\left(P^{T}\left(\mathscr{A}^{*} \cdot\right) Q\right) .
$$

Now define $\mathscr{P}: \mathbb{R}^{\bar{m}} \rightarrow \mathbb{R}^{m}$ by

$$
\mathscr{P} v=\sum_{i=1}^{\bar{m}} v_{i} y_{i} \quad \text { for } \lambda \in \mathbb{R}^{\bar{m}}
$$

Then, by definition of $\mathscr{P}$, we have
$\mathscr{R}\left(\mathscr{A}^{*} \mathscr{P}\right)=\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right) \quad$ and $\quad \mathscr{R}(\mathscr{P})=\mathscr{N}\left(P^{T}\left(\mathscr{A}^{*}.\right) P\right) \cap \mathscr{N}\left(P^{T}\left(\mathscr{A}^{*}.\right) Q\right)$.
The onto property of $\overline{\mathscr{A}}$ follows from (1.54) and the fact that both $\mathscr{P}, \mathscr{A}^{*}$ are oneone. Note that if $\overline{\mathscr{A}}^{*} v=0$, noting that $\mathscr{A}^{*} \mathscr{P} v=Q W Q^{T}$ for some $W \in \mathbb{S}^{\bar{n}}$ by (1.54), we have that $w=0$ so $\mathscr{A}^{*} \mathscr{P} v=0$. Since both $\mathscr{A}^{*}$ and $\mathscr{P}$ injective, we have that $v=0$.

## LP, SDP and the role of strict complementarity

The (near) loss of the Slater CQ results in both theoretical and numerical difficulties, e.g., [46]. In addition, both theoretical and numerical difficulties arise from the loss of strict complementarity, [70]. The connection between strong duality, the Slater CQ, and strict complementarity is seen through the notion of complementarity partitions, [65]. We now see that this plays a key role in the stability and in determining the number of steps $k$ for the facial reduction. In particular, we see that $k=1$ is characterized by strict complementary slackness and therefore results in a stable formulation.

Definition 1.27. The pair of faces $F_{1} \unlhd K, F_{2} \unlhd K^{*}$ form a complementarity partition of $K, K^{*}$ if $F_{1} \subseteq\left(F_{2}\right)^{c}$. (Equivalently, $F_{2} \subseteq\left(F_{1}\right)^{c}$.) The partition is proper if both $F_{1}$ and $F_{2}$ are proper faces. The partition is strict if $\left(F_{1}\right)^{c}=F_{2}$ or $\left(F_{2}\right)^{c}=F_{1}$.

We now see the importance of this notion for the facial reduction.
Theorem 1.28. Let $\delta^{*}=0, D^{*} \succeq 0$ be the optimum of (AP) with dual optimum $\left(\gamma^{*}, u^{*}, W^{*}\right)$. Then the following are equivalent:

1. If $D^{*}=\left[\begin{array}{ll}P & Q\end{array}\right]\left[\begin{array}{rr}D_{+} & 0 \\ 0 & 0\end{array}\right]\left[\begin{array}{c}P^{T} \\ Q^{T}\end{array}\right]$ is a maximal rank element of $\mathscr{R}_{\mathrm{D}}$, where $[P Q]$ is orthogonal, $Q \in \mathbb{R}^{n \times \bar{n}}$ and $D_{+} \succ 0$, then the reduced problem in (1.52) using $D^{*}$ satisfies the Slater CQ; only one step of facial reduction is needed.
2. Strict complementarity holds for (AP); that is, the primal-dual optimal solution pair $\left(0, D^{*}\right),\left(0, u^{*}, W^{*}\right)$ for (1.18) and (1.20) satisfy $\operatorname{rank}\left(D^{*}\right)+\operatorname{rank}\left(W^{*}\right)=n$. 3. The faces of $\mathbb{S}_{+}^{n}$ defined by

$$
\begin{aligned}
f_{a u x, P}^{0} & :=\operatorname{face}\left(\left\{D \in \mathbb{S}^{n}: \mathscr{A}(D)=0,\langle C, D\rangle=0, D \succeq 0\right\}\right) \\
f_{\text {aux }, D}^{0} & :=\operatorname{face}\left(\left\{W \in \mathbb{S}^{n}: W=\mathscr{A}_{C}^{*} z \succeq 0, \text { for some } z \in \mathbb{R}^{\bar{m}+1}\right\}\right)
\end{aligned}
$$

form a strict complementarity partition of $\mathbb{S}_{+}^{n}$.
Proof. (1) $\Longleftrightarrow(2)$ : If (1.52) satisfies the Slater CQ, then there exists $\tilde{v} \in \mathbb{R}^{\bar{m}}$ such that $W_{Q}-\overline{\mathscr{A}} * \tilde{v} \succ 0$. This implies that $\tilde{Z}:=Q\left(W_{Q}-\overline{\mathscr{A}}^{*} \tilde{v}\right) Q^{T}$ is of rank $\bar{n}$. Moreover,

$$
0 \preceq \tilde{Z}=Q W_{Q} Q-\mathscr{A}^{*} \mathscr{P} \tilde{v}=C-\mathscr{A}^{*}\left(y_{Q}+\mathscr{P} \tilde{v}\right)=\mathscr{A}_{C}^{*}\binom{-\left(y_{Q}+\mathscr{P} \tilde{v}\right)}{1} .
$$

Hence, letting

$$
\tilde{u}=\frac{\binom{y_{Q}+\mathscr{P} \tilde{v}}{-1}}{\left\|\binom{y_{Q}+\mathscr{P} \tilde{v}}{-1}\right\|} \text { and } \tilde{W}=\frac{1}{\left\|\binom{y_{Q}+\mathscr{P}}{-1}\right\|} \tilde{Z}
$$

we have that $(0, \tilde{u}, \tilde{W})$ is an optimal solution of (1.20). Since $\operatorname{rank}\left(D^{*}\right)+\operatorname{rank}(\tilde{W})=$ $(n-\bar{n})+\bar{n}=n$, we get that strict complementarity holds.

Conversely, suppose that strict complementarity holds for (AP), and let $D^{*}$ be a maximum rank optimal solution as described in the hypothesis of Item 1. Then there exists an optimal solution $\left(0, u^{*}, W^{*}\right)$ for (1.20) such that $\operatorname{rank}\left(W^{*}\right)=\bar{n}$. By complementary slackness, $0=\left\langle D^{*}, W^{*}\right\rangle=\left\langle D_{+}, P^{T} W^{*} P\right\rangle$, so $W^{*} \in \mathscr{R}\left(Q \cdot Q^{T}\right)$ and $Q^{T} W^{*} Q \succ 0$. Let $u^{*}=\binom{\tilde{y}}{-\tilde{\alpha}}$, so

$$
W^{*}=\tilde{\alpha} C-\mathscr{A}^{*} \tilde{y}=\tilde{\alpha} C_{Q}-\mathscr{A}^{*}\left(\tilde{y}-\tilde{\alpha} y_{Q}\right)
$$

Since $W^{*}, C_{Q} \in \mathscr{R}\left(Q \cdot Q^{T}\right)$ implies that $\mathscr{A}^{*}\left(\tilde{y}-\tilde{\alpha} y_{Q}\right)=\mathscr{A}^{*} \mathscr{P} \tilde{v}$ for some $\tilde{v} \in \mathbb{R}^{\bar{m}}$, we get

$$
0 \prec Q^{T} W^{*} Q=\tilde{\alpha} \bar{C}-\overline{\mathscr{A}}^{*} \tilde{v}
$$

Without loss of generality, we may assume that $\tilde{\alpha}= \pm 1$ or 0 . If $\tilde{\alpha}=1$, then $\bar{C}-$ $\overline{\mathscr{A}}^{*} \tilde{v} \succ 0$ is a Slater point for (1.52). Consider the remaining two cases. Since (1.1) is assumed to be feasible, the equivalent program (1.52) is also feasible so there exists $\hat{v}$ such that $\bar{C}-\overline{\mathscr{A}}^{*} \hat{v} \succeq 0$. If $\tilde{\alpha}=0$, then $\bar{C}-\overline{\mathscr{A}}^{*}(\hat{v}+\tilde{v}) \succ 0$. If $\tilde{\alpha}=-1$, then $\bar{C}-\overline{\mathscr{A}}^{*}(2 \hat{v}+\tilde{v}) \succ 0$. Hence $(1.52)$ satisfies the Slater CQ.
$(2) \Longleftrightarrow(3)$ : Notice that $f_{a u x, P}^{0}$ and $f_{a u x, D}^{0}$ are the minimal faces of $\mathbb{S}_{+}^{n}$ containing the optimal slacks of (1.18) and (1.20) respectively, and that $f_{a u x, P}^{0}, f_{a u x, D}^{0}$ form a complementarity partition of $\mathbb{S}_{+}^{n}=\left(\mathbb{S}_{+}^{n}\right)^{*}$. The complementarity partition is strict if
and only if there exist primal-dual optimal slacks $D^{*}$ and $W^{*}$ such that $\operatorname{rank}\left(D^{*}\right)+$ $\operatorname{rank}\left(W^{*}\right)=n$. Hence (2) and (3) are equivalent.

In the special case where the Slater CQ fails and (1.1) is a linear program (and, more generally, the special case of optimizing over an arbitrary polyhedral cone, see e.g., $[57,56,79,78]$ ), we see that one single iteration of facial reduction yields a reduced problem that satisfies the Slater CQ.

Corollary 1.29. Assume that the optimal value of (AP) equals zero, with $D^{*}$ being a maximum rank optimal solution of ( AP ). If $A_{i}=\operatorname{Diag}\left(a_{i}\right)$ for some $a_{i} \in \mathbb{R}^{n}$, for $i=1, \ldots, m$, and $C=\operatorname{Diag}(c)$, for some $c \in \mathbb{R}^{n}$, then the reduced problem (1.52) satisfies the Slater CQ.

Proof. In this diagonal case, the SDP is equivalent to an LP. The Goldman-Tucker Theorem [25] implies that there exists a required optimal primal-dual pair for (1.18) and (1.20) that satisfies strict complementarity, so Item 2 in Theorem 1.28 holds. By Theorem 1.28, the reduced problem (1.52) satisfies the Slater CQ.

## Facial Reduction

We now study facial reduction for $(\mathrm{P})$ and its sensitivity analysis.

## Two Types

We first outline two algorithms for facial reduction that find the minimal face $f_{P}$ of $(\mathrm{P})$. Both are based on solving the auxiliary problem and applying Lemma 1.6. The first algorithm repeatedly finds a face $F$ containing the minimal face and then projects the problem into $F-F$, thus reducing both the size of the constraints as well as the dimension of the variables till finally obtaining the Slater CQ. The second algorithm also repeatedly finds $F$; but then it identifies the implicit equality constraints till eventually obtaining MFCQ.

## Dimension reduction and regularization for the Slater CQ

Suppose that Slater's CQ fails for our given input $\mathscr{A}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}, C \in \mathbb{S}^{n}$, i.e., the minimal face $f_{P} \triangleleft F:=\mathbb{S}_{+}^{n}$. Our procedure consists of a finite number of repetitions of the following two steps that begin with $k=n$.

1. We first identify $0 \neq D \in\left(f_{P}\right)^{c}$ using the auxiliary problem (1.18). This means that $f_{P} \unlhd F \leftarrow\left(\mathbb{S}_{+}^{k} \cap\{D\}^{\perp}\right)$ and the interior of this new face $F$ is empty.
2. We then project the problem $(\mathrm{P})$ into span $(F)$. Thus we reduce the dimension of the variables and size of the constraints of our problem; the new cone satisfies $\operatorname{int} F \neq \emptyset$. We set $k \leftarrow \operatorname{dim}(F) .{ }^{4}$

Therefore, in the case that $\operatorname{int} F=\emptyset$, we need to to obtain an equivalent problem to $(\mathrm{P})$ in the subspace $\operatorname{span}(F)=F-F$. One essential step is finding a subspace intersection. We can apply the algorithm in e.g., [26, Thm 12.4.2]. In particular, by abuse of notation, let $H_{1}, H_{2}$ be matrices with orthonormal columns representing the orthonormal bases of the subspaces $\mathscr{H}_{1}, \mathscr{H}_{2}$, respectively. Then we need only find a singular value decomposition $H_{1}^{T} H_{2}=U \Sigma V^{T}$ and find which singular vectors correspond to singular values $\Sigma_{i i}, i=1, \ldots, r$, (close to) 1 . Then both $H_{1} U(:, 1: r)$ and $H_{2} V(:, 1: r)$ provide matrices whose ranges yield the intersection. The cone $\mathbb{S}_{+}^{n}$ possesses a "self-replicating" structure. Therefore we choose an isometry $\mathscr{I}$ so that $\mathscr{I}\left(\mathbb{S}_{+}^{n} \cap(F-F)\right)$ is a smaller dimensional PSD cone $\mathbb{S}_{+}^{r}$.

Algorithm 1.0.1 outlines one iteration of facial reduction. The output returns an equivalent problem $(\overline{\mathscr{A}}, \bar{b}, \bar{C})$ on a smaller face of $\mathbb{S}_{+}^{n}$ that contains the set of feasible slacks $\mathscr{F}_{P}^{Z}$; and, we also obtain the linear transformation $\mathscr{P}$ and point $y_{Q}$, which are needed for recovering an optimal solution of the original problem (P) . (See Proposition 1.25.)

Two numerical aspects arising in Algorithm 1.0.1 need to be considered. The first issue concerns the determination of $\operatorname{rank}\left(D^{*}\right)$. In practice, the spectral decomposition of $D^{*}$ would be of the form
$D^{*}=\left[\begin{array}{ll}P & Q\end{array}\right]\left[\begin{array}{cc}D_{+} & 0 \\ 0 & D_{\varepsilon}\end{array}\right]\left[\begin{array}{l}P^{T} \\ Q^{T}\end{array}\right]$ with $D_{\varepsilon} \approx 0, \quad$ instead of $\quad D^{*}=\left[\begin{array}{ll}P & Q\end{array}\right]\left[\begin{array}{cc}D_{+} & 0 \\ 0 & 0\end{array}\right]\left[\begin{array}{l}P^{T} \\ Q^{T}\end{array}\right]$.
We need to decide which of the eigenvalues of $D^{*}$ are small enough so that they can be safely rounded down to zero. This is important for the determination of $Q$, which gives the smaller face $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathbb{S}_{+}^{n}$ containing the feasible region $\mathscr{F}_{P}^{Z}$. The partitioning of $D^{*}$ can be done by using similar techniques as in the determination of numerical rank. Assuming that $\lambda_{1}\left(D^{*}\right) \geq \lambda_{2}\left(D^{*}\right) \geq \cdots \geq \lambda_{n}\left(D^{*}\right) \geq 0$, the numerical $\operatorname{rank} \operatorname{rank}\left(D^{*}, \varepsilon\right)$ of $D^{*}$ with respect to a zero tolerance $\varepsilon>0$ is defined via

$$
\lambda_{\operatorname{rank}\left(D^{*}, \varepsilon\right)}\left(D^{*}\right)>\varepsilon \geq \lambda_{\operatorname{rank}\left(D^{*}, \varepsilon\right)+1}\left(D^{*}\right)
$$

In implementing Algorithm 1.0.1, to determine the partitioning of $D^{*}$, we use the numerical rank with respect to $\frac{\varepsilon\left\|D^{*}\right\|}{\sqrt{n}}$ where $\varepsilon \in(0,1)$ is fixed: take $r=$ $\operatorname{rank}\left(D^{*}, \frac{\varepsilon\left\|D^{*}\right\|}{\sqrt{n}}\right)$,

$$
D_{+}=\operatorname{Diag}\left(\lambda_{1}\left(D^{*}\right), \ldots, \lambda_{r}\left(D^{*}\right)\right), \quad D_{\varepsilon}=\operatorname{Diag}\left(\lambda_{r+1}\left(D^{*}\right), \ldots, \lambda_{n}\left(D^{*}\right)\right),
$$

and partition $[P Q]$ accordingly. Then

[^1]```
Algorithm 1.0.1: One iteration of facial reduction
    \(\operatorname{Input}\left(\mathscr{A}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}, b \in \mathbb{R}^{m}, C \in \mathbb{S}^{n}\right)\);
    Obtain an optimal solution \(\left(\delta^{*}, D^{*}\right)\) of (AP)
    if \(\delta^{*}>0\), then
        STOP; Slater CQ holds for \((\mathscr{A}, b, C)\).
    else
        if \(D^{*} \succ 0\), then
            STOP; generalized Slater CQ holds for \((\mathscr{A}, b, C)\) (see Theorem 1.13);
        else
            Obtain eigenvalue decomposition \(D^{*}=\left[\begin{array}{ll}P & Q\end{array}\right]\left[\begin{array}{rr}D_{+} & 0 \\ 0 & 0\end{array}\right]\left[\begin{array}{l}P^{T} \\ Q^{T}\end{array}\right]\) as described in
            Proposition 1.25 , with \(Q \in \mathbb{R}^{n \times \bar{n}}\);
            if \(\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\{0\}\), then
                    STOP; all feasible solutions of \(\sup _{y}\left\{b^{T} y: C-\mathscr{A}^{*} y \succeq 0\right\}\) are optimal.
            else
                    find \(\bar{m}, \mathscr{P}: \mathbb{R}^{\bar{m}} \rightarrow \mathbb{R}^{m}\) satisfying the conditions in Proposition 1.25;
                    solve (1.39) for \(\left(y_{Q}, W_{Q}\right)\);
                    \(\bar{C} \leftarrow W_{Q} ;\)
                    \(\bar{b} \leftarrow \mathscr{P}^{*} b ;\)
                    \(\overline{\mathscr{A}}^{*} \leftarrow Q^{T}\left(\mathscr{A}^{*} \mathscr{P}(\cdot)\right) Q ;\)
                    Output( \(\left.\overline{\mathscr{A}}: \mathbb{S}^{\bar{n}} \rightarrow \mathbb{R}^{\bar{m}}, \bar{b} \in \mathbb{R}^{\bar{m}}, \bar{C} \in \mathbb{S}^{\bar{n}} ; y_{Q} \in \mathbb{R}^{m}, \mathscr{P}: \mathbb{R}^{\bar{m}} \rightarrow \mathbb{R}^{m}\right)\);
            end if
        end if
    end if
```

$$
\lambda_{\min }\left(D_{+}\right)>\frac{\varepsilon\left\|D^{*}\right\|}{\sqrt{n}} \geq \lambda_{\max }\left(D_{\varepsilon}\right) \Longrightarrow\left\|D_{\varepsilon}\right\| \leq \varepsilon\left\|D^{*}\right\|
$$

Also,

$$
\begin{equation*}
\frac{\left\|D_{\varepsilon}\right\|^{2}}{\left\|D_{+}\right\|^{2}}=\frac{\left\|D_{\varepsilon}\right\|^{2}}{\left\|D^{*}\right\|^{2}-\left\|D_{\varepsilon}\right\|^{2}} \leq \frac{\varepsilon^{2}\left\|D^{*}\right\|^{2}}{\left(1-\varepsilon^{2}\right)\left\|D^{*}\right\|^{2}}=\frac{1}{\varepsilon^{-2}-1} \tag{1.56}
\end{equation*}
$$

that is, $D_{\varepsilon}$ is negligible comparing with $D_{+}$.
The second issue is the computation of intersection of subspaces, $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap$ $\mathscr{R}\left(\mathscr{A}^{*}\right)$ (and in particular, finding one-one map $\mathscr{P}$ such that $\mathscr{R}\left(\mathscr{A}^{*} \mathscr{P}\right)=\mathscr{R}(Q$. $\left.Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)$ ). This can be done using the following result on subspace intersection.

Theorem 1.30 ([26], Section 12.4.3). Given $Q \in \mathbb{R}^{n \times \bar{n}}$ of full rank and onto linear $\operatorname{map} \mathscr{A}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}$, there exist $U_{1}^{\mathrm{sp}}, \ldots, U_{\min \left\{m, \bar{n}^{2}\right\}}^{\mathrm{sp}}, V_{1}^{\mathrm{sp}}, \ldots, V_{\min \left\{m, \bar{n}^{2}\right\}}^{\mathrm{sp}} \in \mathbb{S}^{n}$ such that

$$
\begin{array}{r}
\sigma_{1}^{\mathrm{sp}}:=\left\langle U_{1}^{\mathrm{sp}}, V_{1}^{\mathrm{sp}}\right\rangle=\max \left\{\langle U, V\rangle:\|U\|=1=\|V\|, U \in \mathscr{R}\left(Q \cdot Q^{T}\right), V \in \mathscr{R}\left(\mathscr{A}^{*}\right)\right\}, \\
\sigma_{k}^{\mathrm{sp}}:=\left\langle U_{k}^{\mathrm{sp}}, V_{k}^{\mathrm{sp}}\right\rangle=\max \left\{\langle U, V\rangle:\|U\|=1=\|V\|, U \in \mathscr{R}\left(Q \cdot Q^{T}\right), V \in \mathscr{R}\left(\mathscr{A}^{*}\right),\right. \\
\left.\left\langle U, U_{i}^{\mathrm{sp}}\right\rangle=0=\left\langle V, V_{i}^{\mathrm{sp}}\right\rangle, \forall i=1, \ldots, k-1\right\},  \tag{1.57}\\
\text { for } k=2, \ldots, \min \left\{m, \bar{n}^{2}\right\}, \text { and } 1 \geq \sigma_{1}^{\mathrm{sp}} \geq \sigma_{2}^{\mathrm{sp}} \geq \cdots \geq \sigma_{\min \left\{m, \bar{n}^{2}\right\}}^{\mathrm{sp}} \geq 0 . \text { Suppose that }
\end{array}
$$

$$
\begin{equation*}
\sigma_{1}^{\mathrm{sp}}=\cdots=\sigma_{\bar{m}}^{\mathrm{sp}}=1>\sigma_{\bar{m}+1}^{\mathrm{sp}} \geq \cdots \geq \sigma_{\min \{\bar{n}, m\}}^{\mathrm{sp}} \tag{1.58}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\operatorname{span}\left(U_{1}^{\mathrm{sp}}, \ldots, U_{\bar{m}}^{\mathrm{sp}}\right)=\operatorname{span}\left(V_{1}^{\mathrm{sp}}, \ldots, V_{\bar{m}}^{\mathrm{sp}}\right), \tag{1.59}
\end{equation*}
$$

and $\mathscr{P}: \mathbb{R}^{\bar{m}} \rightarrow \mathbb{R}^{m}$ defined by $\mathscr{P} v=\sum_{i=1}^{\bar{m}} v_{i} y_{i}^{\mathrm{sp}}$ for $v \in \mathbb{R}^{\bar{m}}$, where $\mathscr{A}^{*} y_{i}^{\mathrm{sp}}=V_{i}^{\mathrm{sp}}$ for $i=1, \ldots, \bar{m}$, is one-one linear and satisfies $\mathscr{R}\left(\mathscr{A}^{*} \mathscr{P}\right)=\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)$.

In practice, we do not get $\sigma_{i}^{\mathrm{sp}}=1$ (for $i=1, \ldots, \bar{m}$ ) exactly. For a fixed tolerance $\varepsilon^{\mathrm{sp}} \geq 0$, suppose that

$$
\begin{equation*}
1 \geq \sigma_{1}^{\mathrm{sp}} \geq \cdots \geq \sigma_{\bar{m}}^{\mathrm{sp}} \geq 1-\varepsilon^{\mathrm{sp}}>\sigma_{\bar{m}+1}^{\mathrm{sp}} \geq \cdots \geq \sigma_{\min \{\bar{n}, m\}}^{\mathrm{sp}} \geq 0 \tag{1.60}
\end{equation*}
$$

Then we would take the approximation

$$
\begin{equation*}
\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right) \approx \operatorname{span}\left(U_{1}^{\mathrm{sp}}, \ldots, U_{\bar{m}}^{\mathrm{sp}}\right) \approx \operatorname{span}\left(V_{1}^{\mathrm{sp}}, \ldots, V_{\bar{m}}^{\mathrm{sp}}\right) \tag{1.61}
\end{equation*}
$$

Observe that with the chosen tolerance $\varepsilon^{\mathrm{sp}}$, we have that the cosines of the principal angles between $\mathscr{R}\left(Q \cdot Q^{T}\right)$ and $\operatorname{span}\left(V_{1}^{\mathrm{sp}}, \ldots, V_{\bar{m}}^{\mathrm{sp}}\right)$ is no less than $1-\varepsilon^{\mathrm{sp}}$; in particular, $\left\|U_{k}^{\mathrm{sp}}-V_{k}^{\mathrm{sp}}\right\|^{2} \leq 2 \varepsilon^{\mathrm{sp}}$ and $\left\|Q^{T} V_{k}^{\mathrm{sp}} Q\right\| \geq \sigma_{k}^{\mathrm{sp}} \geq 1-\varepsilon^{\mathrm{sp}}$ for $k=1, \ldots, \bar{m}$.

Remark 1.31. Using $V_{1}^{\mathrm{sp}}, \ldots, V_{\min \left\{m, \bar{n}^{2}\right\}}^{\mathrm{sp}}$ from Theorem 1.30, we may replace $A_{1}, \ldots, A_{m}$ by $V_{1}^{\mathrm{sp}}, \ldots, V_{m}^{\mathrm{sp}}$ (which may require extending $V_{1}^{\mathrm{sp}}, \ldots, V_{\min \left\{m, \bar{n}^{2}\right\}}^{\mathrm{sp}}$ to a basis of $\mathscr{R}\left(\mathscr{A}^{*}\right)$, if $\left.m>\bar{n}^{2}\right)$.

If the subspace intersection is exact (as in (1.58) and (1.59) in Theorem 1.30), then $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\operatorname{span}\left(A_{1}, \ldots, A_{\bar{m}}\right)$ would hold. If the intersection is inexact (as in (1.60) and (1.61)), then we may replace $\mathscr{A}$ by $\breve{\mathscr{A}}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}$, defined by

$$
\breve{A}_{i}= \begin{cases}U_{i}^{\mathrm{sp}} & \text { if } i=1, \ldots, \bar{m} \\ V_{i}^{\mathrm{sp}} & \text { if } i=\bar{m}+1, \ldots, m\end{cases}
$$

which is a perturbation of $\mathscr{A}$ with $\left\|\mathscr{A}^{*}-\mathscr{A}^{*}\right\|_{F}=\sqrt{\sum_{i=1}^{\bar{m}}\left\|U_{i}^{\mathrm{sp}}-V_{i}^{\mathrm{sp}}\right\|^{2}} \leq \sqrt{2 \bar{m} \varepsilon^{\mathrm{sp}}}$. Then $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\breve{\mathscr{A}}^{*}\right)=\operatorname{span}\left(\breve{A}_{1}, \ldots, \breve{A}_{\bar{m}}\right)$ because $\breve{A}_{i} \in \mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\breve{\mathscr{A}}^{*}\right)$ for $i=1, \ldots, \bar{m}$ and

$$
\begin{aligned}
& \max _{U, V}\left\{\langle U, V\rangle: U \in \mathscr{R}\left(Q \cdot Q^{T}\right),\|U\|=1, V \in \mathscr{R}\left(\mathscr{A}^{*}\right),\|V\|=1,\right. \\
& \left.\left\langle U, U_{j}^{\mathrm{sp}}\right\rangle=0=\left\langle V, U_{j}^{\mathrm{sp}}\right\rangle \forall j=1, \ldots, \bar{m},\right\} \\
\leq & \max _{U, y}\left\{\left\langle U, \sum_{i=1}^{\bar{m}} y_{j} U_{j}^{\mathrm{sp}}+\sum_{i=\bar{m}+1}^{m} y_{j} V_{j}^{\mathrm{sp}}\right\rangle: U \in \mathscr{R}\left(Q \cdot Q^{T}\right),\|U\|=1,\|y\|=1,\right. \\
& \left.\left\langle U, U_{j}^{\mathrm{sp}}\right\rangle=0 \forall j=1, \ldots, \bar{m},\right\} \\
= & \max _{U, y}\left\{\left\langle U, \sum_{i=\bar{m}+1}^{m} y_{j} V_{j}^{\mathrm{sp}}\right\rangle: U \in \mathscr{R}\left(Q \cdot Q^{T}\right),\|U\|=1,\|y\|=1,\left\langle U, U_{j}^{\mathrm{sp}}\right\rangle=0 \forall j=1, \ldots, \bar{m},\right\} \\
= & \sigma_{\bar{m}+1}^{\mathrm{sp}}<1-\varepsilon^{\mathrm{sp}}<1 .
\end{aligned}
$$

To increase the robustness of the computation of $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)$ in deciding whether $\sigma_{i}^{\mathrm{sp}}$ is 1 or not, we may follow similar treatment in [18] where one decides which singular values are zero by checking the ratios between successive small singular values.

## Implicit equality constraints and regularization for MFCQ

The second algorithm for facial reduction involves repeated use of two steps again.

1. We repeat step 1 in Section 1 and use (AP) to find the face $F$.
2. We then find the implicit equality constraints and ensure that they are linearly independent, see Corollary 1.24 and Proposition 1.25.

## Preprocessing for the auxiliary problem

We can take advantage of the fact that eigenvalue-eigenvector calculations are efficient and accurate to obtain a more accurate optimal solution $\left(\delta^{*}, D^{*}\right)$ of (AP), i.e., to decide whether the linear system

$$
\begin{equation*}
\left\langle A_{i}, D\right\rangle=0 \quad \forall i=1, \ldots, m+1 \quad\left(\text { where } A_{m+1}:=C\right), \quad 0 \neq D \succeq 0 \tag{1.62}
\end{equation*}
$$

has a solution, we can use Algorithm 1.0.2 as a preprocessor for Algorithm 1.0.1. More precisely, Algorithm 1.0.2 tries to find a solution $D^{*}$ satisfying (1.62) without using an SDP solver. It attempts to find a vector $v$ in the nullspace of all the $A_{i}$, and then sets $D^{*}=v v^{T}$. In addition, any semidefinite $A_{i}$ allows a reduction to a smaller dimensional space.

```
Algorithm 1.0.2: Preprocessing for (AP)
    \(\operatorname{Input}\left(A_{1}, \ldots, A_{m}, A_{m+1}:=C \in \mathbb{S}^{n}\right)\);
    Output \(\left(\delta^{*}, P \in \mathbb{R}^{n \times(n-\bar{n})}, D_{+} \in \mathbb{S}^{n-\bar{n}}\right.\) satisfying \(D_{+} \succ 0 ;\left(\right.\) so \(\left.D^{*}=P D_{+} P^{T}\right)\);
    if one of the \(A_{i}(i \in\{1, \ldots, m+1\})\) is definite then
        STOP; (1.62) does not have a solution.
    else
        if some of the \(A=\left[\begin{array}{ll}U & \tilde{U}\end{array}\right]\left[\begin{array}{cc}\hat{D} & 0 \\ 0 & 0\end{array}\right]\left[\begin{array}{c}U^{T} \\ \tilde{U}^{T}\end{array}\right] \in\left\{A_{i}: i=1, \ldots, m+1\right\}\) satisfies \(\hat{D} \succ 0\), then
            reduce the size using \(A_{i} \leftarrow \tilde{U}^{T} A_{i} \tilde{U}, \forall i\);
        else
            if \(\exists 0 \neq V \in \mathbb{R}^{n \times r}\) such that \(A_{i} V=0\) for all \(i=1, \ldots, m+1\), then
                We get \(\left\langle A_{i}, V V^{T}\right\rangle=0 \forall i=1, \ldots, m+1\);
                \(\delta^{*}=0, D^{*}=V V^{T}\) solves (AP); STOP;
            else
                    Use an SDP solver to solve (AP)
            end if
        end if
    end if
```


## Backward stability of one iteration of facial reduction

We now provide the details for one iteration of the main algorithm, see Theorem 1.38. Algorithm 1.0.1 involves many nontrivial subroutines, each of which would introduce some numerical errors. First we need to obtain an optimal solution $\left(\delta^{*}, D^{*}\right)$ of (AP); in practice we can only get an approximate optimal solution, as $\delta^{*}$ is never exactly zero, and we decide whether the true value of $\boldsymbol{\delta}^{*}$ is zero when the computed value is only close to zero. Second we need to obtain the eigenvalue decomposition of $D^{*}$. There comes the issue of determining which of the nearly zero eigenvalues are indeed zero. (Since (AP) is not solved exactly, the approximate solution $D^{*}$ would have eigenvalues that are positive but close to zero.) Finally, the subspace intersection $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)$ (for finding $\bar{m}$ and $\mathscr{P}$ ) can only be computed approximately via a singular value decomposition, because in practice we would take singular vectors corresponding to singular values that are approximately (but not exactly) 1.

It is important that Algorithm 1.0.1 is robust against such numerical issues arising from the subroutines. We show that Algorithm 1.0.1 is backward stable (with respect to these three categories of numerical errors), i.e., for any given input $(\mathscr{A}, b, c)$, there exists $(\tilde{\mathscr{A}}, \tilde{b}, \tilde{C}) \approx(\mathscr{A}, b, C)$ such that the computed result of Algorithm 1.0.1 applied on $(\mathscr{A}, b, C)$ is equal to the exact result of the same algorithm applied on $(\tilde{\mathscr{A}}, \tilde{b}, \tilde{C})$ (when (AP) is solved exactly and the subspace intersection is determined exactly).

We first show that $\left\|C_{\text {res }}\right\|$ is relatively small, given a small $\alpha(\mathscr{A}, C)$.
Lemma 1.32. Let $y_{Q}, C_{Q}, C_{\text {res }}$ be defined as in Lemma 1.21. Then the norm of $C_{\text {res }}$ is small in the sense that

$$
\begin{equation*}
\left\|C_{\mathrm{res}}\right\| \leq \sqrt{2}\left[\frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)} \alpha(\mathscr{A}, C)\right]^{1 / 2}\left(\min _{Z=C-\mathscr{A}^{*} y \succeq 0}\|Z\|\right) \tag{1.63}
\end{equation*}
$$

Proof. By optimality, for any $y \in \mathscr{F}_{p}$,

$$
\left\|C_{\mathrm{res}}\right\| \leq \min _{W}\left\|C-\mathscr{A}^{*} y-Q W Q^{T}\right\|=\left\|Z-Q Q^{T} Z Q Q^{T}\right\|
$$

where $Z:=C-\mathscr{A}^{*} y$. Therefore (1.63) follows from Proposition 1.18.
The following technical results shows the relationship between the quantity $\min _{\|y\|=1}\left\|\mathscr{A}^{*} y\right\|^{2}-\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|^{2}$ and the cosine of the smallest principal angle between $\mathscr{R}\left(\mathscr{A}^{*}\right)$ and $\mathscr{R}\left(Q \cdot Q^{T}\right)$, defined in (1.57).

Lemma 1.33. Let $Q \in \mathbb{R}^{n \times \bar{n}}$ satisfy $Q^{T} Q=I_{\bar{n}}$. Then

$$
\begin{equation*}
\tau:=\min _{\|y\|=1}\left\{\left\|\mathscr{A}^{*} y\right\|^{2}-\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|^{2}\right\} \geq\left(1-\left(\sigma_{1}^{\mathrm{sp}}\right)^{2}\right) \sigma_{\min }\left(\mathscr{A}^{*}\right)^{2} \geq 0 \tag{1.64}
\end{equation*}
$$

where $\sigma_{1}^{\mathrm{sp}}$ is defined in (1.57). Moreover,

$$
\begin{equation*}
\tau=0 \Longleftrightarrow \sigma_{1}^{\mathrm{sp}}=1 \Longleftrightarrow \mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right) \neq\{0\} . \tag{1.65}
\end{equation*}
$$

Proof. By definition of $\sigma_{1}^{\mathrm{sp}}$,

$$
\begin{aligned}
& \max _{V}\left\{\max _{\|U\|=1, U \in \mathscr{R}\left(Q \cdot Q^{T}\right)}\langle U, V\rangle:\|V\|=1, V \in \mathscr{R}\left(\mathscr{A}^{*}\right)\right\} \\
\geq & \max _{\|U\|=1, U \in \mathscr{R}\left(Q \cdot Q^{T}\right)}\left\langle U, V_{1}^{\mathrm{sp}}\right\rangle \geq\left\langle U_{1}^{\mathrm{sp}}, V_{1}^{\mathrm{sp}}\right\rangle=\sigma_{1}^{\mathrm{sp}} \\
\geq & \max _{V}\left\{\max _{\|U\|=1, U \in \mathscr{R}\left(Q \cdot Q^{T}\right)}\langle U, V\rangle:\|V\|=1, V \in \mathscr{R}\left(\mathscr{A}^{*}\right)\right\},
\end{aligned}
$$

so equality holds throughout, implying that

$$
\begin{aligned}
\sigma_{1}^{\mathrm{sp}} & =\max _{V}\left\{\max _{\|U\|=1, U \in \mathscr{R}\left(Q \cdot Q^{T}\right)}\langle U, V\rangle:\|V\|=1, V \in \mathscr{R}\left(\mathscr{A}^{*}\right)\right\} \\
& =\max _{y}\left\{\max _{\|W\|=1}\left\langle Q W Q^{T}, \mathscr{A}^{*} y\right\rangle:\left\|\mathscr{A}^{*} y\right\|=1\right\} \\
& =\max _{y}\left\{\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|:\left\|\mathscr{A}^{*} y\right\|=1\right\} .
\end{aligned}
$$

Obviously, $\left\|\mathscr{A}^{*} y\right\|=1$ implies that the orthogonal projection $Q Q^{T}\left(\mathscr{A}^{*} y\right) Q Q^{T}$ onto $\mathscr{R}\left(Q \cdot Q^{T}\right)$ is of norm no larger than one:

$$
\begin{equation*}
\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|=\left\|Q Q^{T}\left(\mathscr{A}^{*} y\right) Q Q^{T}\right\| \leq\left\|\mathscr{A}^{*} y\right\|=1 \tag{1.66}
\end{equation*}
$$

Hence $\sigma_{1}^{\mathrm{sp}} \in[0,1]$. In addition, equality holds in (1.66) if and only if $\mathscr{A}^{*} y \in \mathscr{R}(Q$. $Q^{T}$ ), hence

$$
\begin{equation*}
\sigma_{1}^{\mathrm{sp}}=1 \Longleftrightarrow \mathscr{R}\left(\mathscr{A}^{*}\right) \cap \mathscr{R}\left(Q \cdot Q^{T}\right) \neq\{0\} . \tag{1.67}
\end{equation*}
$$

Whenever $\|y\|=1,\left\|\mathscr{A}^{*} y\right\| \geq \sigma_{\min }\left(\mathscr{A}^{*}\right)$. Hence

$$
\begin{aligned}
\tau & =\min _{y}\left\{\left\|\mathscr{A}^{*} y\right\|^{2}-\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|^{2}:\|y\|=1\right\} \\
& =\sigma_{\min }\left(\mathscr{A}^{*}\right)^{2} \min _{y}\left\{\left\|\mathscr{A}^{*} y\right\|^{2}-\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|^{2}:\|y\|=\frac{1}{\sigma_{\min }\left(\mathscr{A}^{*}\right)}\right\} \\
& \geq \sigma_{\min }\left(\mathscr{A}^{*}\right)^{2} \min _{y}\left\{\left\|\mathscr{A}^{*} y\right\|^{2}-\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|^{2}:\left\|\mathscr{A}^{*} y\right\| \geq 1\right\} \\
& =\sigma_{\min }\left(\mathscr{A}^{*}\right)^{2} \min _{y}\left\{\left\|\mathscr{A}^{*} y\right\|^{2}-\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|^{2}:\left\|\mathscr{A}^{*} y\right\|=1\right\} \\
& =\sigma_{\min }\left(\mathscr{A}^{*}\right)^{2}\left(1-\max _{y}\left\{\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|^{2}:\left\|\mathscr{A}^{*} y\right\|=1\right\}\right) \\
& =\sigma_{\min }\left(\mathscr{A}^{*}\right)^{2}\left(1-\left(\sigma_{1}^{\mathrm{sp}}\right)^{2}\right) .
\end{aligned}
$$

This together with $\sigma_{1}^{\mathrm{sp}} \in[0,1]$ proves (1.64). If $\tau=0$, then $\sigma_{1}^{\mathrm{sp}}=1$ since $\sigma_{\min }\left(\mathscr{A}^{*}\right)>$ 0 . Then (1.67) implies that $\mathscr{R}\left(\mathscr{A}^{*}\right) \cap \mathscr{R}\left(Q \cdot Q^{T}\right) \neq\{0\}$. Conversely, if $\mathscr{R}\left(\mathscr{A}^{*}\right) \cap$ $\mathscr{R}\left(Q \cdot Q^{T}\right) \neq\{0\}$, then there exists $\hat{y}$ such that $\|\hat{y}\|=1$ and $\mathscr{A}^{*} \hat{y} \in \mathscr{R}\left(Q \cdot Q^{T}\right)$. This implies that

$$
0 \leq \tau \leq\left\|\mathscr{A}^{*} \hat{y}\right\|^{2}-\left\|Q^{T}\left(\mathscr{A}^{*} \hat{y}\right) Q\right\|^{2}=0
$$

so $\tau=0$. This together with (1.67) proves the second claim (1.65).
Next we prove that two classes of matrices are positive semidefinite and show their eigenvalue bounds, which will be useful in the backward stability result.

Lemma 1.34. Suppose $A_{1}, \ldots, A_{m}, D^{*} \in \mathbb{S}^{n}$. Then the matrix $\hat{M} \in \mathbb{S}^{m}$ defined by

$$
\hat{M}_{i j}=\left\langle A_{i}, D^{*}\right\rangle\left\langle A_{j}, D^{*}\right\rangle \quad(i, j=1, \ldots, m)
$$

is positive semidefinite. Moreover, the largest eigenvalue $\lambda_{\max }(\hat{M}) \leq \sum_{i=1}^{m}\left\langle A_{i}, D^{*}\right\rangle^{2}$.

Proof. For any $y \in \mathbb{R}^{m}$,

$$
y^{T} \hat{M} y=\sum_{i, j=1}^{m}\left\langle A_{i}, D^{*}\right\rangle\left\langle A_{j}, D^{*}\right\rangle y_{i} y_{j}=\left(\sum_{i=1}^{m}\left\langle A_{i}, D^{*}\right\rangle y_{i}\right)^{2} .
$$

Hence $\hat{M}$ is positive semidefinite. Moreover, by the Cauchy Schwarz inequality we have

$$
y^{T} \hat{M} y=\left(\sum_{i=1}^{m}\left\langle A_{i}, D^{*}\right\rangle y_{i}\right)^{2} \leq\left(\sum_{i=1}^{m}\left\langle A_{i}, D^{*}\right\rangle^{2}\right)\|y\|_{2}^{2}
$$

Hence $\lambda_{\max }(\hat{M}) \leq \sum_{i=1}^{m}\left\langle A_{i}, D^{*}\right\rangle^{2}$.

Lemma 1.35. Suppose $A_{1}, \ldots, A_{m} \in \mathbb{S}^{n}$ and $Q \in \mathbb{R}^{n \times \bar{n}}$ has orthonormal columns. Then the matrix $M \in \mathbb{S}^{m}$ defined by

$$
M_{i j}=\left\langle A_{i}, A_{j}\right\rangle-\left\langle Q^{T} A_{i} Q, Q^{T} A_{j} Q\right\rangle, \quad i, j=1, \ldots, m
$$

is positive semidefinite, with the smallest eigenvalue $\lambda_{\min }(M) \geq \tau$, where $\tau$ is defined in (1.64).

Proof. For any $y \in \mathbb{R}^{m}$, we have
$y^{T} M y=\sum_{i, j=1}^{m}\left\langle y_{i} A_{i}, y_{j} A_{j}\right\rangle-\left\langle y_{i} Q^{T} A_{i} Q, y_{j} Q^{T} A_{j} Q\right\rangle=\left\|\mathscr{A}^{*} y\right\|^{2}-\left\|Q^{T}\left(\mathscr{A}^{*} y\right) Q\right\|^{2} \geq \tau\|y\|^{2}$.
Hence $M \in \mathbb{S}_{+}^{m}$ and $\lambda_{\text {min }}(M) \geq \tau$.
The following lemma shows that when nonnegative $\delta^{*}$ is approximately zero and $D^{*}=P D_{+} P^{T}+Q D_{\varepsilon} Q^{T} \approx P D_{+} P^{T}$ with $D_{+} \succ 0$, under a mild assumption (1.70) it is possible to find a linear operator $\hat{\mathscr{A}}$ "near" $\mathscr{A}$ such that we can take the following approximation:

$$
\delta^{*} \leftarrow 0, \quad D^{*} \leftarrow P D_{+} P^{T}, \quad \mathscr{A}^{*} \leftarrow \hat{\mathscr{A}}^{*}
$$

and we maintain that $\hat{\mathscr{A}}\left(P D_{+} P^{T}\right)=0$ and $\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\mathscr{R}\left(Q \cdot Q^{T}\right) \cap$ $\mathscr{R}\left(\hat{\mathscr{A}}^{*}\right)$.
Lemma 1.36. Let $\mathscr{A}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}: X \mapsto\left(\left\langle A_{i}, X\right\rangle\right)$ be onto. Let $D^{*}=\left[\begin{array}{ll}P & Q\end{array}\right]\left[\begin{array}{cc}D_{+} & 0 \\ 0 & D_{\varepsilon}\end{array}\right]\left[\begin{array}{c}P^{T} \\ Q^{T}\end{array}\right] \in$ $\mathbb{S}_{+}^{n}$, where $[P Q] \in \mathbb{R}^{n \times n}$ is an orthogonal matrix, $D_{+} \succ 0$ and $D_{\varepsilon} \succeq 0$. Suppose that

$$
\begin{equation*}
\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\operatorname{span}\left(A_{1}, \ldots, A_{\bar{m}}\right), \tag{1.68}
\end{equation*}
$$

for some $\bar{m} \in\{1, \ldots, m\}$. Then

$$
\begin{equation*}
\min _{\|y\|=1, y \in \mathbb{R}^{m-\bar{m}}}\left\{\left\|\sum_{i=1}^{m-\bar{m}} y_{i} A_{\bar{m}+i}\right\|^{2}-\left\|\sum_{i=1}^{m-\bar{m}} y_{i} Q^{T} A_{\bar{m}+i} Q\right\|^{2}\right\}>0 \tag{1.69}
\end{equation*}
$$

Assume that
$\min _{\|y\|=1, y \in \mathbb{R}^{m-\bar{m}}}\left\{\left\|\sum_{i=1}^{m-\bar{m}} y_{i} A_{\bar{m}+i}\right\|^{2}-\left\|\sum_{i=1}^{m-\bar{m}} y_{i} Q^{T} A_{\bar{m}+i} Q\right\|^{2}\right\}>\frac{2}{\left\|D_{+}\right\|^{2}}\left(\left\|\mathscr{A}\left(D^{*}\right)\right\|^{2}+\left\|D_{\mathcal{E}}\right\|^{2} \sum_{i=\bar{m}+1}^{m}\left\|A_{i}\right\|^{2}\right)$.
Define $\tilde{A}_{i}$ to be the projection of $A_{i}$ on $\left\{P D_{+} P^{T}\right\}^{\perp}$ :

$$
\begin{equation*}
\tilde{A}_{i}:=A_{i}-\frac{\left\langle A_{i}, P D_{+} P^{T}\right\rangle}{\left\langle D_{+}, D_{+}\right\rangle} P D_{+} P^{T}, \quad \forall i=1, \ldots, m . \tag{1.71}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\tilde{\mathscr{A}}^{*}\right)=\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right) \tag{1.72}
\end{equation*}
$$

Proof. We first prove the strict inequality (1.69). First observe that since

$$
\left\|\sum_{i=1}^{m-\bar{m}} y_{i} A_{\bar{m}+i}\right\|^{2}-\left\|\sum_{i=1}^{m-\bar{m}} y_{i} Q^{T} A_{\bar{m}+i} Q\right\|^{2}=\left\|\sum_{i=1}^{m-\bar{m}} y_{i}\left(A_{\bar{m}+i}-Q Q^{T} A_{\bar{m}+i} Q Q^{T}\right)\right\|^{2} \geq 0
$$

the optimal value is always nonnegative. Let $\bar{y}$ solve the minimization problem in (1.69). If $\left\|\sum_{i=1}^{m-\bar{m}} \bar{y}_{i} A_{\bar{m}+i}\right\|^{2}-\left\|\sum_{i=1}^{m-\bar{m}} \bar{y}_{i} Q^{T} A_{\bar{m}+i} Q\right\|^{2}=0$, then

$$
0 \neq \sum_{i=1}^{m-\bar{m}} \bar{y}_{i} A_{\bar{m}+i} \in \mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\operatorname{span}\left(A_{1}, \ldots, A_{\bar{m}}\right),
$$

which is absurd since $A_{1}, \ldots, A_{m}$ are linearly independent.
Now we prove (1.72). Observe that for $j=1, \ldots, \bar{m}, A_{j} \in \mathscr{R}\left(Q \cdot Q^{T}\right)$ so $\left\langle A_{j}, P D_{+} P^{T}\right\rangle=$ 0 , which implies that $\tilde{A}_{j}=A_{j}$. Moreover,

$$
\operatorname{span}\left(A_{1}, \ldots, A_{\bar{m}}\right) \subseteq \mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\tilde{A}^{*}\right)
$$

Conversely, suppose that $B:=\tilde{\mathscr{A}}^{*} y \in \mathscr{R}\left(Q \cdot Q^{T}\right)$. Since $\tilde{A}_{j}=A_{j} \in \mathscr{R}\left(Q \cdot Q^{T}\right)$ for $j=1, \ldots, \bar{m}$,

$$
B=Q Q^{T} B Q Q^{T} \Longrightarrow \sum_{j=\bar{m}+1}^{m} y_{j}\left(\tilde{A}_{j}-Q Q^{T} \tilde{A}_{j} Q Q^{T}\right)=0
$$

We show that $y_{\bar{m}+1}=\cdots=y_{m}=0$. In fact, since $Q^{T}\left(P D_{+} P^{T}\right) Q=0, \sum_{j=\bar{m}+1}^{m} y_{j}\left(\tilde{A}_{j}-\right.$ $\left.Q Q^{T} \tilde{A}_{j} Q Q^{T}\right)=0$ implies

$$
\sum_{j=\bar{m}+1}^{m} y_{j} Q Q^{T} A_{j} Q Q^{T}=\sum_{j=\bar{m}+1}^{m} y_{j} A_{j}-\left(\sum_{j=\bar{m}+1}^{m} \frac{\left\langle A_{j}, P D_{+} P^{T}\right\rangle}{\left\langle D_{+}, D_{+}\right\rangle} y_{j}\right) P D_{+} P^{T} .
$$

For $i=\bar{m}+1, \ldots, m$, taking inner product on both sides with $A_{i}$,

$$
\sum_{j=\bar{m}+1}^{m}\left\langle Q^{T} A_{i} Q, Q^{T} A_{j} Q\right\rangle y_{j}=\sum_{j=\bar{m}+1}^{m}\left\langle A_{i}, A_{j}\right\rangle y_{j}-\sum_{j=\bar{m}+1}^{m} \frac{\left\langle A_{i}, P D_{+} P^{T}\right\rangle\left\langle A_{j}, P D_{+} P^{T}\right\rangle}{\left\langle D_{+}, D_{+}\right\rangle} y_{j},
$$

which holds if, and only if,

$$
(M-\tilde{M})\left(\begin{array}{c}
y_{\bar{m}+1}  \tag{1.73}\\
\vdots \\
y_{m}
\end{array}\right)=0
$$

where $M, \tilde{M} \in \mathbb{S}^{m-\bar{m}}$ are defined by

$$
\begin{aligned}
M_{(i-\bar{m}),(j-\bar{m})} & =\left\langle A_{i}, A_{j}\right\rangle-\left\langle Q^{T} A_{i} Q, Q^{T} A_{j} Q\right\rangle \\
\tilde{M}_{(i-\bar{m}),(j-\bar{m})} & =\frac{\left\langle A_{i}, P D_{+} P^{T}\right\rangle\left\langle A_{j}, P D_{+} P^{T}\right\rangle}{\left\langle D_{+}, D_{+}\right\rangle}, \forall i, j=\bar{m}+1, \ldots, m .
\end{aligned}
$$

We show that (1.73) implies that $y_{\bar{m}+1}=\cdots=y_{m}=0$ by proving that $M-\tilde{M}$ is indeed positive definite. By Lemmas 1.34 and 1.35,

$$
\begin{aligned}
\lambda_{\min }(M-\tilde{M}) & \geq \lambda_{\min }(M)-\lambda_{\max }(\tilde{M}) \\
& \geq \min _{\|y\|=1}\left\{\left\|\sum_{i=1}^{m-\bar{m}} y_{i} A_{\bar{m}+i}\right\|^{2}-\left\|\sum_{i=1}^{m-\bar{m}} y_{i} Q^{T} A_{\bar{m}+i} Q\right\|^{2}\right\}-\frac{\sum_{i=\bar{m}+1}^{m}\left\langle A_{i}, P D_{+} P^{T}\right\rangle^{2}}{\left\langle D_{+}, D_{+}\right\rangle} .
\end{aligned}
$$

To see that $\lambda_{\min }(M-\tilde{M})>0$, note that since $D^{*}=P D_{+} P^{T}+Q D_{\varepsilon} Q^{T}$, for all $i$,

$$
\begin{aligned}
\left|\left\langle A_{i}, P D_{+} P^{T}\right\rangle\right| & \leq\left|\left\langle A_{i}, D^{*}\right\rangle\right|+\left|\left\langle A_{i}, Q D_{\varepsilon} Q^{T}\right\rangle\right| \\
& \leq\left|\left\langle A_{i}, D^{*}\right\rangle\right|+\left\|A_{i}\right\|\left\|Q D_{\varepsilon} Q^{T}\right\| \\
& =\left|\left\langle A_{i}, D^{*}\right\rangle\right|+\left\|A_{i}\right\|\left\|D_{\varepsilon}\right\| \\
& \leq \sqrt{2}\left(\left|\left\langle A_{i}, D^{*}\right\rangle\right|^{2}+\left\|A_{i}\right\|^{2}\left\|D_{\varepsilon}\right\|^{2}\right)^{1 / 2} .
\end{aligned}
$$

Hence

$$
\sum_{i=\bar{m}+1}^{m}\left|\left\langle A_{i}, P D_{+} P^{T}\right\rangle\right|^{2} \leq 2 \sum_{i=\bar{m}+1}^{m}\left(\left|\left\langle A_{i}, D^{*}\right\rangle\right|^{2}+\left\|A_{i}\right\|^{2}\left\|D_{\varepsilon}\right\|^{2}\right) \leq 2\left\|\mathscr{A}\left(D^{*}\right)\right\|^{2}+2\left\|D_{\varepsilon}\right\|^{2} \sum_{i=\bar{m}+1}^{m}\left\|A_{i}\right\|^{2}
$$

and that $\lambda_{\min }(M-\tilde{M})>0$ follows from the assumption (1.70). This implies that $y_{\bar{m}+1}=\cdots=y_{m}=0$. Therefore $B=\sum_{i=1}^{\bar{m}} y_{i} \tilde{A}_{i}$, and by (1.68)

$$
\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\tilde{\mathscr{A}}^{*}\right)=\operatorname{span}\left(A_{1}, \ldots, A_{\bar{m}}\right)=\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right) .
$$

Remark 1.37. We make a remark about the assumption (1.70) in Lemma 1.36. We argue that the right hand side expression

$$
\frac{2}{\left\|D_{+}\right\|^{2}}\left(\left\|\mathscr{A}\left(D^{*}\right)\right\|^{2}+\left\|D_{\varepsilon}\right\|^{2} \sum_{i=\bar{m}+1}^{m}\left\|A_{i}\right\|^{2}\right)
$$

is close to zero (when $\delta^{*} \approx 0$ and when $D_{\varepsilon}$ is chosen appropriately). Assume that the spectral decomposition of $D^{*}$ is partitioned as described in Section 1. Then (since $\left.\left\|D_{\varepsilon}\right\| \leq \varepsilon\left\|D^{*}\right\|\right)$

$$
\frac{2}{\left\|D_{+}\right\|^{2}}\left\|\mathscr{A}\left(D^{*}\right)\right\|^{2} \leq \frac{2\left(\delta^{*}\right)^{2}}{\left\|D^{*}\right\|^{2}-\left\|D_{\varepsilon}\right\|^{2}} \leq \frac{2\left(\delta^{*}\right)^{2}}{\left\|D^{*}\right\|^{2}-\varepsilon^{2}\left\|D^{*}\right\|^{2}} \leq \frac{2 n\left(\delta^{*}\right)^{2}}{1-\varepsilon^{2}}
$$

and

$$
\frac{2\left\|D_{\varepsilon}\right\|^{2}}{\left\|D_{+}\right\|^{2}} \sum_{i=\bar{m}+1}^{m}\left\|A_{i}\right\|^{2} \leq \frac{2 \varepsilon^{2}}{1-\varepsilon^{2}} \sum_{i=\bar{m}+1}^{m}\left\|A_{i}\right\|^{2}
$$

Therefore as long as $\varepsilon$ and $\delta^{*}$ are small enough (taking into account $n$ and $\sum_{i=\bar{m}+1}^{m}\left\|A_{i}\right\|^{2}$ ), then the right hand side of $(1.70)$ would be close to zero.

Here we provide the backward stability result for one step of the facial reduction algorithm. That is, we show that the smaller problem obtained from one step of facial reduction with $\delta^{*} \geq 0$ is equivalent to applying facial reduction exactly to an SDP instance "nearby" to the original SDP instance.
Theorem 1.38. Suppose $\mathscr{A}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}, b \in \mathbb{R}^{m}$ and $C \in \mathbb{S}^{n}$ are given so that (1.1) is feasible and Algorithm 1.0.1 returns $\left(\delta^{*}, D^{*}\right)$, with $0 \leq \delta^{*} \approx 0$ and spectral decomposition $D^{*}=\left[\begin{array}{ll}P & Q\end{array}\right]\left[\begin{array}{cc}D_{+} & 0 \\ 0 & D_{\varepsilon}\end{array}\right]\left[\begin{array}{l}P^{T} \\ Q^{T}\end{array}\right]$, and $\left(\overline{\mathscr{A}}, \bar{b}, \bar{C}, y_{Q}, \mathscr{P}\right)$. In addition, assume that

$$
\mathscr{P}: \mathbb{R}^{\bar{m}} \rightarrow \mathbb{R}^{m}: v \mapsto\binom{v}{0}, \quad \text { so } \mathscr{R}\left(\mathscr{A}^{*} \mathscr{P}\right)=\operatorname{span}\left(A_{1}, \ldots, A_{\bar{m}}\right)
$$

Assume also that (1.70) holds. For $i=1, \ldots, m$, define $\tilde{A}_{i} \in \mathbb{S}^{n}$ as in (1.71), and $\tilde{\mathscr{A}}^{*} y:=\sum_{i=1}^{m} y_{i} \tilde{A}_{i}$. Let $\tilde{C}=\tilde{\mathscr{A}}_{\tilde{A}}{ }^{*} y_{Q}+Q \bar{C} Q^{T}$. Then $(\overline{\mathscr{A}}, \bar{b}, \bar{C})$ is the exact output of Algorithm 1.0.1 applied on $(\tilde{\mathscr{A}}, b, \tilde{C})$, that is, the following hold:
(1) $\tilde{\mathscr{A}}_{\tilde{C}}\left(P D_{+} P^{T}\right)=\binom{\tilde{\mathscr{A}}\left(P D_{+} P^{T}\right)}{\left\langle\tilde{C}, P D_{+} P^{T}\right\rangle}=0$,
(2) $\left(y_{Q}, \bar{C}\right)$ solves

$$
\begin{equation*}
\min _{y, Q} \frac{1}{2}\left\|\tilde{\mathscr{A}}^{*} y+Q W Q^{T}-\tilde{C}\right\|^{2} \tag{1.74}
\end{equation*}
$$

(3) $\mathscr{R}\left(\tilde{\mathscr{A}}^{*} \mathscr{P}\right)=\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\tilde{\mathscr{A}}^{*}\right)$.

Moreover, $(\tilde{\mathscr{A}}, b, \tilde{C})$ is close to $(\mathscr{A}, b, C)$ in the sense that

$$
\begin{align*}
& \sum_{i=1}^{m}\left\|A_{i}-\tilde{A}_{i}\right\|^{2} \leq \frac{2}{\left\|D_{+}\right\|^{2}}\left(\left(\delta^{*}\right)^{2}+\left\|D_{\varepsilon}\right\|^{2} \sum_{i=1}^{m}\left\|A_{i}\right\|^{2}\right)  \tag{1.75}\\
& \|C-\tilde{C}\| \leq \frac{\sqrt{2}}{\left\|D_{+}\right\|}\left(\left(\delta^{*}\right)^{2}+\left\|D_{\varepsilon}\right\|^{2} \sum_{i=1}^{m}\left\|A_{i}\right\|^{2}\right)^{1 / 2}\left\|y_{Q}\right\| \\
& \\
& \left.\quad+\sqrt{2}\left[\frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)} \alpha(\mathscr{A}, C)\right]^{1 / 2}\left(\min _{Z=C-\mathscr{A}^{*} y \succeq 0}\|Z\| .\right)\right\rangle \text { 6) }
\end{align*}
$$

where $\alpha(\mathscr{A}, c)$ is defined in (1.26).
Proof. First we show that $(\overline{\mathscr{A}}, \bar{b}, \bar{C})$ is the exact output of Algorithm 1.0.1 applied on $(\tilde{\mathscr{A}}, b, \tilde{C})$ :
(1) For $i=1, \ldots, m$, by definition of $\tilde{A}_{i}$ in (1.71), we have $\left\langle\tilde{A}_{i}, P D_{+} P^{T}\right\rangle=0$. Hence $\tilde{\mathscr{A}}\left(P D_{+} P^{T}\right)=0$. Also, $\left\langle\tilde{C}, P D_{+} P^{T}\right\rangle=y_{Q}^{T}\left(\tilde{\mathscr{A}}\left(P D_{+} P^{T}\right)\right)+\left\langle\bar{C}, Q^{T}\left(P D_{+} P^{T}\right) Q\right\rangle=$ 0.
(2) By definition, $\tilde{C}-\tilde{\mathscr{A}}^{*} y_{Q}-Q \bar{C} Q^{T}=0$, so $\left(y_{Q}, \bar{C}\right)$ solves the least squares problem (1.74).
(3) Given (1.70), we have that

$$
\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\tilde{\mathscr{A}}^{*}\right)=\mathscr{R}\left(Q \cdot Q^{T}\right) \cap \mathscr{R}\left(\mathscr{A}^{*}\right)=\mathscr{R}\left(A_{1}, \ldots, A_{\bar{m}}\right)=\mathscr{R}\left(\tilde{A}_{1}, \ldots, \tilde{A}_{\bar{m}}\right)=\mathscr{R}\left(\tilde{\mathscr{A}}^{*} \mathscr{P}\right) .
$$

The results (1.75) and (1.76) follow easily:

$$
\begin{aligned}
\sum_{i=1}^{m}\left\|A_{i}-\tilde{A}_{i}\right\|^{2}=\sum_{i=1}^{m} \frac{\left|\left\langle A_{i}, P D_{+} P^{T}\right\rangle\right|^{2}}{\left\|D_{+}\right\|^{2}} & \leq \sum_{i=1}^{m} \frac{2\left|\left\langle A_{i}, D^{*}\right\rangle\right|^{2}+2\left\|A_{i}\right\|^{2}\left\|D_{\varepsilon}\right\|^{2}}{\left\|D_{+}\right\|^{2}} \\
& \leq \frac{2}{\left\|D_{+}\right\|^{2}}\left(\left(\delta^{*}\right)^{2}+\left\|D_{\varepsilon}\right\|^{2} \sum_{i=1}^{m}\left\|A_{i}\right\|^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\|C-\tilde{C}\| & \leq\left\|\mathscr{A}^{*} y_{Q}-\tilde{\mathscr{A}}^{*} y_{Q}\right\|+\left\|C_{\mathrm{res}}\right\| \\
& \leq \sum_{i=1}^{m} \mid\left(y_{Q}\right)_{i}\| \| A_{i}-\tilde{A}_{i}\|+\| C_{\mathrm{res}} \| \\
& \leq\left\|y_{Q}\right\|\left(\sum_{i=1}^{m}\left\|A_{i}-\tilde{A}_{i}\right\|^{2}\right)^{1 / 2}+\left\|C_{\mathrm{res}}\right\| \\
& \leq \frac{\sqrt{2}}{\left\|D_{+}\right\|}\left(\left(\delta^{*}\right)^{2}+\left\|D_{\mathcal{E}}\right\|^{2} \sum_{i=1}^{m}\left\|A_{i}\right\|^{2}\right)^{1 / 2}\left\|y_{Q}\right\| \\
& +\sqrt{2}\left[\frac{\left\|D^{*}\right\|}{\lambda_{\min }\left(D_{+}\right)} \alpha(\mathscr{A}, C)\right]^{1 / 2}\left(\min _{Z=C-\mathscr{A}^{*} y \succeq 0}\|Z\|\right)
\end{aligned}
$$

from (1.75) and (1.63).

## Test Problem Descriptions

## Worst case instance

From Tunçel [66], we consider the following worst case problem instance in the sense that for $n \geq 3$, the facial reduction process in Algorithm 1.0.1 requires $n-1$ steps to obtain the minimal face. Let $b=e_{2} \in \mathbb{R}^{n}, C=0$, and $\mathscr{A}: \mathbb{S}_{+}^{n} \rightarrow \mathbb{R}^{n}$ be defined by

$$
A_{1}=e_{1} e_{1}^{T}, A_{2}=e_{1} e_{2}^{T}+e_{2} e_{1}^{T}, A_{i}=e_{i-1} e_{i-1}^{T}+e_{1} e_{i}^{T}+e_{i} e_{1}^{T} \text { for } i=3, \ldots, n
$$

It is easy to see that

$$
\mathscr{F}_{P}^{Z}=\left\{C-\mathscr{A}^{*} y \in \mathbb{S}_{+}^{n}: y \in \mathbb{R}^{n}\right\}=\left\{\mu e_{1} e_{1}^{T}: \mu \geq 0\right\}
$$

(so $\mathscr{F}_{P}^{Z}$ has empty interior) and

$$
\sup \left\{b^{T} y: C-\mathscr{A}^{*} y \succeq 0\right\}=\sup \left\{y_{2}:-\mathscr{A}^{*} y=\mu e_{1} e_{1}^{T}, \mu \geq 0\right\}=0
$$

which is attained by any feasible solution.
Now consider the auxiliary problem
$\min \left\|\mathscr{A}_{C}(D)\right\|=\left[D_{11}^{2}+4 D_{12}^{2}+\sum_{i=3}^{n}\left(D_{i-1, i-1}+2 D_{1 i}\right)\right]^{1 / 2} \quad$ s.t. $\quad\langle D, I\rangle=\sqrt{n}, D \succeq 0$.
An optimal solution is $D^{*}=\sqrt{n} e_{n} e_{n}^{T}$, which attains objective value zero. It is easy to see this is the only solution. More precisely, any solution $D$ attaining objective value 0 must satisfy $D_{11}=0$, and by the positive semidefiniteness constraint $D_{1, i}=$ 0 for $i=2, \ldots, n$ and so $D_{i i}=0$ for $i=2, \ldots, n-1$. So $D_{n n}$ is the only nonzero entry and must equal $\sqrt{n}$ by the linear constraint $\langle D, I\rangle=\sqrt{n}$. Therefore, $Q$ from Proposition 1.18 must have $n-1$ columns, implying that the reduced problem is in $\mathbb{S}^{n-1}$. Theoretically, each facial reduction step via the auxiliary problem can only reduce the dimension by one. Moreover, after each reduction step, we get the same SDP with $n$ reduced by one. Hence it would take $n-1$ facial reduction steps before a reduced problem with strictly feasible solutions is found. This realizes the result in [12] on the upper bound of the number of facial reduction steps needed.

## Generating instances with finite nonzero duality gaps

In this section we give a procedure for generating SDP instances with finite nonzero duality gaps. The algorithm is due to the results in [65, 70].

Finite nonzero duality gaps and strict complementarity are closely tied together for cone optimization problems; using the concept of a complementarity partition, we can generate instances that fail to have strict complementarity; these in turn can be used to generate instances with finite nonzero duality gaps. See [65, 70].

Theorem 1.39. Given any positive integers $n, m \leq n(n+1) / 2$ and any $g>0$ as input for Algorithm 1.0.3, the following statements hold for the primal-dual pair (1.1)-(1.2) corresponding to the output data from Algorithm 1.0.3:

1. Both (1.1) and (1.2) are feasible.
2. All primal feasible points are optimal and $v_{P}=0$.
3. All dual feasible point are optimal and $v_{D}=g>0$.

It follows that (1.1) and (1.2) possess a finite positive duality gap.
Proof. Consider the primal problem (1.1). (1.1) is feasible because $C:=\bar{X}$ given in (1.78) is positive semidefinite. Note that by definition of $\mathscr{A}$ in Algorithm 1.0.3, for

```
Algorithm 1.0.3: Generating SDP instance that has a finite nonzero duality gap
1 Input(problem dimensions \(m\), \(n\); desired duality gap \(g\) );
2 Output(linear map \(\mathscr{A}: \mathbb{S}^{n} \rightarrow \mathbb{R}^{m}, b \in \mathbb{R}^{m}, C \in \mathbb{S}^{n}\) such that the corresponding primal dual
    pair (1.1)-(1.2) has a finite nonzero duality gap);
    1. Pick any positive integer \(r_{1}, r_{3}\) that satisfy \(r_{1}+r_{3}+1=n\),
        and any positive integer \(p \leq r_{3}\).
    2. Choose \(A_{i} \succeq 0\) for \(i=1, \ldots, p\) so that \(\operatorname{dim}\left(\right.\) face \(\left.\left(\left\{A_{i}: i=1, \ldots, p\right\}\right)\right)=r_{3}\).
        Specifically, choose \(A_{1}, \ldots, A_{p}\) so that
        \(\operatorname{face}\left(\left\{A_{i}: 1, \ldots, p\right\}\right)=\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \mathbb{S}_{+}^{r_{3}}\end{array}\right]\).
```

3. Choose $A_{p+1}, \ldots, A_{m}$ of the form

$$
A_{i}=\left[\begin{array}{ccc}
0 & 0 & \left(A_{i}\right)_{13} \\
0 & \left(A_{i}\right)_{22} & * \\
\left(A_{i}\right)_{13}^{T} & * & *
\end{array}\right]
$$

where an asterisk denotes a block having arbitrary elements, such that $\left(A_{p+1}\right)_{13}, \ldots,\left(A_{m}\right)_{13}$ are linearly independent, and $\left(A_{i}\right)_{22} \succ 0$ for some $i \in\{p+1, \ldots, m\}$.
4. Pick

$$
\bar{X}=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{1.78}\\
0 & \sqrt{g} & 0 \\
0 & 0 & 0
\end{array}\right]
$$

5. Take $b=\mathscr{A}(\bar{X}), C=\bar{X}$.
any $y \in \mathbb{R}^{m}$,

$$
C-\sum_{i=1}^{p} y_{i} A_{i}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & \sqrt{g} & 0 \\
0 & 0 & *
\end{array}\right] \text { and }-\sum_{i=p+1}^{m} y_{i} A_{i}=\left[\begin{array}{lll}
0 & 0 & * \\
0 & * & * \\
* & * & *
\end{array}\right],
$$

so if $y \in \mathbb{R}^{m}$ satisfies $Z:=C-\mathscr{A}^{*} y \succeq 0$, then $\sum_{i=p+1}^{m} y_{i} A_{i}=0$ must hold. This implies $\sum_{i=p+1}^{m} y_{i}\left(A_{i}\right)_{13}=0$. Since $\left(A_{p+1}\right)_{13}, \ldots,\left(A_{m}\right)_{13}$ are linearly independent, we must have $y_{p+1}=\cdots=y_{m}=0$. Consequently, if $y$ is feasible for (1.1), then

$$
\mathscr{A}^{*} y=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -Z_{33}
\end{array}\right]
$$

for some $Z_{33} \succeq 0$. The corresponding objective value in (1.1) is given by

$$
b^{T} y=\left\langle\bar{X}, \mathscr{A}^{*} y\right\rangle=0 .
$$

This shows that the objective value of (1.1) is constant over the feasible region. Hence $v_{P}=0$, and all primal feasible solutions are optimal.

Consider the dual problem (1.2). By the choice of $b, \bar{X} \succeq 0$ is a feasible solution, so (1.2) is feasible too. From (1.77), we have that $b_{1}=\cdots=b_{p}=0$. Let $X \succeq 0$ be feasible for (1.1). Then $\left\langle A_{i}, X\right\rangle=b_{i}=0$ for $i=1, \ldots, p$, implying that the $(3,3)$ block of $X$ must be zero by (1.77), so

$$
X=\left[\begin{array}{ccc}
* & * & 0 \\
* & * & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Since $\alpha=\left(A_{j}\right)_{22}>0$ for some $j \in\{p+1, \ldots, m\}$, we have that

$$
\alpha X_{22}=\left\langle A_{j}, X\right\rangle=\left\langle A_{j}, \bar{X}\right\rangle=\alpha \sqrt{g}
$$

so $X_{22}=\sqrt{g}$ and $\langle C, X\rangle=g$. Therefore the objective value of (1.2) is constant and equals $g>0$ over the feasible region, and all feasible solutions are optimal.

## Numerical results

Table 1.1 shows a comparison of solving SDP instances with versus without facial reduction. Examples 1 through 9 are specially generated problems available online at the URL for this paper ${ }^{5}$. In particular: Example 3 has a positive duality gap, $v_{P}=0<v_{D}=1$; for Example 4, the dual is infeasible; in Example 5, the Slater CQ holds; Examples 9a,9b are instances of the worst case problems presented in Section 1. The remaining instances RandGen1-RandGen 11 are generated randomly with most of them having a finite positive duality gap, as described in Section 1. These instances generically require only one iteration of facial reduction. The software package SeDuMi is used to solve the SDPs that arise.

One general observation is that, if the instance has primal-dual optimal solutions and has zero duality gap, SeDuMi is able to find the optimal solutions. However, if the instance has finite nonzero duality gaps, and if the instance is not too small, SeDuMi is unable to compute any solution, and returns NaN .

SeDuMi, based on self-dual embedding, embeds the input primal-dual pair into a larger SDP that satisfies the Slater CQ [16]. Theoretically, the lack of the Slater CQ in a given primal-dual pair is not an issue for SeDuMi. It is not known what exactly causes problem on SeDuMi when handling instances where a nonzero duality gap is present.

[^2]| Name | $n$ | $m$ | True primal <br> optimal value | True dual <br> optimal value | Primal optimal value <br> with facial reduction | Primal optimal value <br> without facial reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Example 1 | 3 | 2 | 0 | 0 | 0 | $-6.30238 \mathrm{e}-016$ |
| Example 2 | 3 | 2 | 0 | 1 | 0 | +0.570395 |
| Example 3 | 3 | 4 | 0 | 0 | 0 | $+6.91452 \mathrm{e}-005$ |
| Example 4 | 3 | 3 | 0 | Infeas. | 0 | + Inf |
| Example 5 | 10 | 5 | $*$ | $*$ | $+5.02950 \mathrm{e}+02$ | $+5.02950 \mathrm{e}+02$ |
| Example 6 | 6 | 8 | 1 | 1 | +1 | +1 |
| Example 7 | 5 | 3 | 0 | 0 | 0 | $-2.76307 \mathrm{e}-012$ |
| Example 9a | 20 | 20 | 0 | Infeas. | 0 | Inf |
| Example 9b | 100 | 100 | 0 | Infeas. | 0 | Inf |
| RandGen1 | 10 | 5 | 0 | 1.4509 | $+1.5914 \mathrm{e}-015$ | $+1.16729 \mathrm{e}-012$ |
| RandGen2 | 100 | 67 | 0 | $5.5288 \mathrm{e}+003$ | $+1.1056 \mathrm{e}-010$ | NaN |
| RandGen4 | 200 | 140 | 0 | $2.6168 \mathrm{e}+004$ | $+1.02803 \mathrm{e}-009$ | NaN |
| RandGen55 | 120 | 45 | 0 | 0.0381 | $-5.47393 \mathrm{e}-015$ | $-1.63758 \mathrm{e}-015$ |
| RandGen6 | 320 | 140 | 0 | $2.5869 \mathrm{e}+005$ | $+5.9077 \mathrm{e}-025$ | NaN |
| RandGen7 | 40 | 27 | 0 | 168.5226 | $-5.2203 \mathrm{e}-029$ | $+5.64118 \mathrm{e}-011$ |
| RandGen8 | 60 | 40 | 0 | 4.1908 | $-2.03227 \mathrm{e}-029$ | NaN |
| RandGen9 | 60 | 40 | 0 | 61.0780 | $+5.61602 \mathrm{e}-015$ | $-3.52291 \mathrm{e}-012$ |
| RandGen10 | 180 | 100 | 0 | $5.1461 \mathrm{e}+004$ | $+2.47204 \mathrm{e}-010$ | NaN |
| RandGen11 | 255 | 150 | 0 | $4.6639 \mathrm{e}+004$ | $+7.71685 \mathrm{e}-010$ | NaN |

Table 1.1 Comparisons with/without facial reduction

## Conclusions and future work

In this paper we have presented a preprocessing technique for SDP problems where the Slater CQ (nearly) fails. This is based on solving a stable auxiliary problem that approximately identifies the minimal face for ( P ) . We have included a backward error analysis and some preliminary tests that successfully solve problems where the CQ fails and also problems that have a duality gap. The optimal value of our (AP) has significance as a measure of nearness to infeasibility.

Though our stable (AP) satisfied both the primal and dual generalized Slater CQ, high accuracy solutions were difficult to obtain for unstructured general problems. (AP) is equivalent to the underdetermined linear least squares problem

$$
\begin{equation*}
\min \left\|\mathscr{A}_{C}(D)\right\|_{2}^{2} \quad \text { s.t. } \quad\langle I, D\rangle=\sqrt{n}, \quad D \succeq 0 \tag{1.79}
\end{equation*}
$$

which is known to be difficult to solve. High accuracy solutions are essential in performing a proper facial reduction.

Extensions of some of our results can be made to general conic convex programming, in which case the partial orderings in (1.1) and (1.2) are induced by a proper closed convex cone $K$ and the dual cone $K^{*}$, respectively.
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$\alpha(\mathscr{A}, C)$, distance from orthogonality, 22
$C_{\text {res }}=C-C_{Q}-\mathscr{A}^{*} y_{q}, 26$
$\lambda_{\text {max }}(\hat{M})$, largest eigenvalue, 40
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