Week 9: Mock Putnam 3

: Prove that there exist a sequence nq,no, ... of pairwise coprime integers such that ny---n, — 1 is
the product of two consecutive integers for every positive integer k.

: Let A be an n x n matrix with integer entries. Suppose p,q,r are positive integers such that
p? = ¢ +r? and p?AP" = 2AT + 121,, where I, denotes the n x n identity matrix. Prove that
|det A| = 1.

: Let (a,)2, be a decreasing sequence of positive real numbers such that > | a, diverges. Prove
that
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1+ na,

n=1

also diverges.

: Let A be a 4 x 4 symmetric matrix with positive integer entries and det(A) = 1. Prove that there
exists a 4 x 4 matrix B with integer entries such that A = B'B.

: Let f:[0,00) — R be twice differentiable with f”(x) > 0 for all x € [0, 00) and lim, @ = 00.

Prove that / sin(f(x)) dz converges, but not absolutely.
0

: Let A be an infinite subset of the set of positive integers. Let x,, be the number of pairs (a,b) € Ax A
such that @ < b and a + b = n. Prove that the sequence z,, is not eventually constant.



Week 9: Solutions

: Prove that there exist a sequence nq,no, ... of pairwise coprime integers such that ny---n, — 1 is
the product of two consecutive integers for every positive integer k.

We construct it inductively. Suppose nj---np — 1 = m(m + 1) has been given. So ny---ny =
m? +m + 1. Note that

(m*4+m+1D)m?* —m+1) =m*+m? +1=m*(m*>+1) + 1.

Hence we take ng; = m? —m + 1. If ¢ is a common divisor of ngy; = m? —m+ 1 and ny - --ny =
m? + m + 1, then ¢ is odd and ¢ | 2m. Hence q | m but then ¢ | 1. Hence ny,; is coprime to
Ny - N

: Let A be an n x n matrix with integer entries. Suppose p,q,r are positive integers such that
p? = ¢> +r? and p?AP" = AT + r21,, where I, denotes the n x n identity matrix. Prove that
| det A] = 1.

Let A € C be an eigenvalue of A. Then p?A\?° = ¢2A?" 472 Note that A # 0. We prove that [\| < 1,
which would imply that |det(A)| is a nonzero integer at most 1, hence equals 1. Suppose |A| > 1.
Then
2 2 2 2 2 2
PN = PAITIAT > (7 + )N > @ AT+ > [g"AT 4.
Contradiction.
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: Let (a,)9%, be a decreasing sequence of positive real numbers such that Z a, diverges. Prove that

n=1

Zl—l—nan

n=1
also diverges.

Let b,
and

< 1/n, then 14 na, < 2 and we have b, > a, /2. If a,, > 1/n, then 1+na, > 2

bn:l_l/—n>i.

n 1l4+na, — 2n
Hence, it suffices to prove that the series

Z min{a,, E}

diverges. Let ¢, = mm{an, }. Suppose for a contradiction that ) -, ¢, converges. Suppose
lim,, .o, nc, # 0. Then for some small § > 0, there exists arbitrarily large m such that mc,, > 9.
Then ma,, > §. Since a,, is decreasing, we see that for m/2 < k < m, we have a; > §/m and so
cg > min{d/m,1/m} = d/m by choosing 6 < 1. Now

Z Ck>g.

m/2<k<m



Since there are infinitely such m, we see that ) ., ¢, diverges. Contradiction. Hence we have
lim,, o, ¢, = 0. This means that for n large enough, ¢, = a,, but the series ) a, diverges.

: Let A be a 4 x 4 symmetric matrix with positive integer entries and det(A) = 1. Prove that there
exists a 4 X 4 matrix B with integer entries such that A = B'B.

We prove the general statement for all n x n positive definite matrices with n < 4. The statement
is trivial for n = 1. Let f4(v) = v"Av denote the associated quadratic form. Since the entries of A
are positive, we see that f4 is positive definite. We first prove that there exists a nonzero v; € Z"
such that fa(v1) = 1. The usual Gram-Schmidt gives a 4 x 4 matrix M with real coefficients such
that A = M'M. For any w € R", we have fa(w) = (Mw)'(Mw). Hence the linear transformation
M, which has determinant +1, is a map

{weR™: fa(w) <2} = {(21,...,2,) ER": 2 .. + 22 <2},
Hence
%71'2\/54 if n =4,
Vol{w € R": fa(w) <2} ={ 4xv/2°  ifn =3,
orv2 ifn=2.

It is easy to check it is always bigger than 2". Hence by Minkowski’s Theorem, there exists a
nonzero lattice point v, € Z" such that fa(v) < 2, which forces fa(v1) = 1.

We now mimic the Gram-Schmidt process. Denote (x,y)4 = x'Ay. Since fa(v;) = 1, we see
that no prime divides all the entries of v;. Hence we can complete v; into a basis {vy,...,v,} of
Z". Fori=2,...,n, welet w; = v; — (v;,v1) 401 so that (w;,v1)4 = 0. Let P be the n X n matrix
with columns w; = vy, ws, ..., w,. Then P has integer entries and det(P) = +1, implying that P!
also has integer entries. Moreover,
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PAP = (O A,)

where A’ is a positive definite (n — 1) x (n — 1) matrix with det(A’) = 1. Applying induction A’
gives an (n — 1) x (n — 1) matrix C' with

cin (1 0\ /1 0
PAP_(O Ct)(o C).
(@)

: Let f:]0,00) — R be twice differentiable with f”(x) > 0 for all x € [0,00) and lim, ., fT = 00.

Hence B = CP~! does the job.

Prove that / sin(f(x)) dz converges, but not absolutely.
0

First we note that f'(xo) > 0 for some xy € [0, 00) and so will be positive for all z > z¢. If f'(x) < M
for some positive M for all z € [0,00), then f(z) < f(zo) + M(x — x) and so lim, . @ < M.
Hence we have f’(z) — oo as & — oo. By shifting z, we may assume f’(x) > 0 for all z > 0. Now
we apply integration by parts with v = ﬁ and dv = f'(z)sin(f(x))dx to get
cos(f(x))|’ /b f"()
——] - cos(f(x dx.
7@ |, D

/ " sinf () =



Note that

b f//(x) f//( ) B 1 - 1
/a s ) Tty S/a FE™ = Pl 7o)

For a,b > N where N is large enough, we have

b f//(x) 1
| eosts (x))(f’(x))de‘ <m0

So the improper integral @
o0 f/l T
/O COS(f(SL’))WdI

converges. Moreover,

o J0)
Hence the improper integral / sin(f(x))dx converges.
0

For absolute convergence, for every integer k > f(0)/m, let u, € [0,00) such that f(uy) = k.
We break up the integral into the intervals [uy, ugi1]:

. sin(f(z))|dx = ! L o cos( f(x () T 2
/Uk [sin(f(z))ld f(ug) * f(ugsq) i/uk (A ))(f'(i’?))Qd - f(uis)

It suffices to prove that

1
> ) =

k>f(0)/m+1

Let g(z) = f~!(z) be the inverse of f(z). Then ¢'(z) = 1/f'(f~'(x)). So

1
DRIERS e
k> f(0)/m+1 E>£(0) /741
Since f”(x) > 0, we have ¢"(z) < 0. So the derivative ¢'(x) is decreasing. Hence

S gk > /f T ) de = L (tim g(u) — 9(£(0))) - oo.

k>£(0)/7+1 (0)/ T uoo

: Let A be an infinite subset of the set of positive integers. Let x, be the number of pairs (a,b) € Ax A
such that @ < b and a + b = n. Prove that the sequence z,, is not eventually constant.

Let f(X) =) ,c4 X" Then we see that

F(X)? = f(X?) = Z 27, X",



Suppose the sequence x,, is eventually constant. Then

JX)? = J(X?) = 7= + P(X)

for some integer ¢ and polynomial P(X) € Z[X]. For X close to 1, we then have

X)) >

1— X

We now integrate
c

[1—X]|
on the circle of radius r centered at the origin for r < 1 to get

FXO)P < |F(XP)] +

+|P(X)]

1 27

) 1 27 ) 1 27 c
— 0 2d9<—/ 26291 dp —/ —dO+ O(1).

We can evaluate the LHS precisely via
1 2m ) 1 2m )
- ’f(T€19)|2 do = %/0 E Taere'L(afb)G do = f(?”2)
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a,beA

using the fact that

L [T e gy [0 a0
2m Jo 1 ifa=0.

By Cauchy-Schwartz, we have

o 1/2
uw&mws%(%Amewwﬂ — T < T,
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Hence, we have
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which implies that
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<
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[1—re®] /T —2rcosf+72  /(1—r)2+drsin(6/2)
For 0 < a <1, we have sina > o — a?/6 > (5/6)a. Then

21
<<f(r2)<</ ‘
0

——d0.
1 —re|
Note that

S| T 1
/0 e = 2/0 N
6 > 5.5
= 2. ﬁln(\/(l—r) + (25/36)r0 +6\/F9)

< In(1l—r), asr — 1.
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We now have a contradiction because

lim v1—7rIn(l —7r)=0.

r—1-



