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Figure 5.14. PRO BABILITY MOD ELLING: Linear Com b inations of Ran dom Var iab l es

The matt e rs pre sen ted in this Fig ure ext end appre ciably the types of probability calc u lat ion swe can unde rtake.

Suppos ethe random variable T is giv en by: T = aU+bV+cW where: U, V, W are random variable s ,
and: a, b, c are giv en con stants.

We cal l T a li near combi natio n of U, V andW; we confin eou r att ention to three speci a l cases of lin ear combin atio ns:
−− a sum (e.g., when a=b =c =1); −− a dif feren ce (e.g., when a=1, b= −1, c= 0); −− an ave r age (e.g., when a=b =c =1⁄3).

To des cribe the probabilis tic beh aviour of T, we nee dto know th reeof its charact e ris tics:

• it s mean; • it s st andard dev iat ion; • it s dist rib u t ion.
We want to relat ethes echaract e ris tics of T to the cor responding charact e ris tics of U, V andW; in gen eral, the mean is the
ea sie st to deal wit h, the dist rib u t ion thehard est. We state the fol low ing res ults wit hou tproof; they are just ifie d in STAT 221.

1. A Su m or Diffe rence

• Me an: E(aU + bV+ cW) = aE(U) + bE(V) + cE(W).

Examples: E(U +V +W) = E(U) +E(V) +E(W)
and sim ilarly for sums of more than three random variable s;

E(U +V) = E(U) +E(V)
E(U −V) = E(U) − E(V).

Thus, the mean of a sum or dif feren ce is the same sum or dif feren ce of the individual means;
this is the analo g ueof the cor responding famili ar beh aviour of ave r age s.

-----(5.14 .1)

• S.d. (an d va rianc e): s.d.(aU + bV+ cW) = a2⋅s.d.(U)2+ b2⋅s.d.(V)2+ c2⋅s.d.(W)2.

Examples: s.d.(U +V +W) = s.d.(U)2 +s.d.(V)2 +s.d.(W)2

var (U +V +W) = var (U) +var (V) +var (W)
and sim ilarly for sums of more than three random variable s;

s.d.(U +V) = s.d.(U)2 + s.d.(V)2

var (U +V) = var (U) +var (V)

s.d.(U −V) = s.d.(U)2 + s.d.(V)2

var (U −V) = var (U) +var (V).

-----(5.14 .2)

prov ide dU,V, W are

probabilis tically in dep endent

random variable s
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√
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Thus,pr ovi ded the individual random variable sare probabilis tically in dep endent, the standard dev iat ion of asum is
the squ are root of the sum of the individual standard dev iat ion ssqu are d, and the standard dev iat ion of adi ffere nce
is this sa m esum. This latt e rre sult rem inds us that the value sarising from a measuring process for a di ffere nce
gen erally show more variat ion than the value swhich yield the differen ces; this beh aviour has impor tant implica -
tion sfo r the pre cisio n of the laborato ry procedure of weighing liquids ,fo r ex ample, bydi ffere nce.

NO TES: 1. As the expre ssi ons above indicate, standard dev iat ion scan be combin ed only by squ aring ,adding ,and tak ing
the (ov erall) squ are root; amemo ry aid is to saysta n dar d de via tio ns add lik ePythagora s.

2. If the individual random variable s arenot probabilis tically independent, the s.d. (and varianc e) expre ssi ons
abov eneed addition al ter m(s) inv olv ing a quant ity cal led covarian ce (s ee Appen d ix ove r leaf); deali ng wit h
st andard dev iat ion sfo r probabilis tically dependentrandom variable sis bey ond our pres ent con cer n.

3. Random variable sare (mu tually) probabilis tically independent if their joi nt probability den sity fun ction can
be writ ten as thepr oductof the probability den sity fun ction sof the individual random variable s.

• Distribution: if U, V andW arenormally dist rib u t e dand independent,T also has a nor mal dis tribution. -----(5.14 .3)
[We lim it con sid eration to cases inv olv ing independentnormal random variable sbecaus e, for many oth er
dist rib u t ions ,there is no sim p le relat ion s hip bet ween the dist rib u t ions of U, V andW and that of T.]

2. An Ave rage
We are famili ar wit h the ave r age (y−) of a dat aset con sis ting of the value s(yj) for some

re spons evariat eof n ele men t s ,as giv en in equ ation (5.14 .4) at the rig ht. If the n ele men t s
have been sele ctedequipr obably from the study popula tio n, so each yj can be regarded as yj,
the value of random variable Yj, the random variable repre sen ting the sample ave r agey− is:

y− =
Σ
j =1

n
yj

n
-----(5.14 .4)
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Y− = Y1+Y2 +Y3 + .....+Yn
n ≡ Σ

j =1

n

Yj

n
≡ 1

n(Y1 +Y2 +Y3 +.....+Yn). -----(5.14 .5)

Thus, the random variable Y− is asum of n random variable s ,mu ltiplie dby (a con stant) 1/n.

We now place four re str ict i onson the random variable sY1, Y2, Y3, .....,Yn:

* they all have the samemean(µ);

* they all have the samesta n dar d de via tio n (σ);
* they are mutually probabilis tically in dep endent;

* they are eachnormally dist rib u t e d.
[Thes ere s trict ion smay be met in pract ice, at least to a reasonable degree, in the case of:

repeated independent measurements of the same quant ity; variat evalue sfo r ele men t ssele cted equ iprobably. ]

Then, apply ing to the expre ssi on (5.14 .5) fo r Y− the res ults (5.14 .1), (5.14 .2) and(5.14 .3) give nov erleaf:

• Me an: E(Y−) = 1
n(µ + µ + ..... +µ) = 1

n(nµ) = µ;

• S.d.: s.d.(Y−) = 1
n σ 2 +σ 2 + ..... +σ 2 = 1

n nσ 2 = σ 1
n;

• Distribution: Y− has anormal dist rib u t ion;

IN WORDS: (t he random variable repre sen ting) the ave r age of n independentN(µ,σ) random variable s is normally dis-
tr ibuted with thesa m emean as the individual variable sbut with ro o t one over n of their standard dev iat ion.

-----(5.14 .6)

-----(5.14 .7)

-----(5.14 .8)

-----(5.14 .9)i.e., Y−∼ N(µ,σ 1
n);√ √ √ √

NO TES: 4. Equ ation (5.14 .9) fo r Y− is the reason why, when we hav erepeated independent measurements of a quant ity,
the ‘best’ est imate of the value of the quant ity is the aver age of the measurements – the ave r age has the
same mean as the individual measurements but one root nth of their standard dev iat ion (i.e., the measuring
proces sfo r theaver age is ro o t n timesle ss im pre cis ethan the process for the in dividua l measurements).

5. The discus sio n in Not e4 shows that, to decre ase the impre cisio n of an ave r age by a facto r of 3, say, we nee d
to take 9 (not 3) times as many obser vat ion sfrom which to calc u lat ethe ave r age; i.e., impre cisio n de cre ases
only as thesquare rootof the number of (in d ependent) repet ition sof a measuring process.

6. The standard dev iat ion ofY−, σ 1
n, is sometimes calledth e sta n dar d er ror of the meanand abbrev iat e dS.E.M.;

if su ch a ter m(w ith ‘st andard erro r’ rather than ‘st andard dev iat ion’) is to be use d, wewould prefe r to call it
the standard erro r of theaver age(S.E.A.) but, unfor tun ately, S.E.M.is wel l-est abli she d.

√

3. Appendix: Cova rianc e
Thecovarian ceof the random variable sU andV, men tio ned

ov erleaf in Not e 2, is defi ned in equ ation
(5.14 .10) at the rig ht; it is a measure of
rela tio nsh ip bet ween U andV, in the sen se
of quant ifying their degree of probabilis tic
dependen ce. Cov arianc etake son value sin the int e rval (−∞,∞).
The more gen eral expre ssi on than equ ation (5.14 .2) ov erleaf for the stan-
dard dev iat ion of a lin ear combin atio n of two (d ependent) random vari-
able sis equation (5.14 .11).
Tw o ot he rco mments about cov arianc eare:

• Covarianc eis involved in the more famili ar measure of (li near) relat ion s hip cal led (probabilis tic) correl atio n [s ee equ ation
(5.14 .12) at the rig ht above], which has the conve nie nce ove rcovarianc ethat it takes value sin the int e rval [−1, 1].
−− (Data) cor relat ion is dis cus s ed in det ail in Fig ure 9.3.

• When the random variable s U and V are probabilis tically in dep endent, E(UV) fact ors into E(U)E(V) becau se the joi nt
probability den sity fun ction ofU andV fact ors into the product of the (margin al) probability den sity fun ction sof U andV
– see Not e3 ove r leaf on page 5.35; hen ce,cov(U,V) = 0  when U andV are independent random variable s. Howeve r, the
conv erse is not tr ue – zero cov arianc edoesnotne c essarily imply probabilis tic independenc e.

cov(U,V) = E(UV) −E(U)E(V)

s.d.(aU +bV) = a2⋅s.d.(U)2+b2⋅s.d.(V)2+2ab⋅cov(U,V)

cor (U,V) =
cov(U,V)

s.d.(U)⋅s.d.(V)

s. d .(U) = E[U−E(U)]2

s. d .(V) = E[V−E(V)]2

-----(5.14 .10)

-----(5.14 .11)

-----(5.14 .12)

-----(5.14 .13)

-----(5.14 .14)

√

√

√

Discus sbriefly the implication s, men tio ned ove r leaf, for weighing sm all li quid samples by differen ce in an analy tical labora -
to ry; incl ude aqu ant ita tive il lu s tration in your dis cus sio n.

1

In dependent measurements of the same quant ity are men tio ned in the fir st of the two circle d ( ) poi nts above. Dis cus s
briefly the facto rs which deter min ewhet her or not repeated measurementsca nre asonably be con sid ere din d ependent .

2

Independenc eis not ment ion ed explicit ly in the se cond ci r cle d ( ) poi nt above. Exp lain brief ly whether this means that
in d ependenc eis not requi red in this con tex tor whet her it ent e rs in another guise.

3
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