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Figure 1.1. DAT A-BASED INVESTIGATING: Int r odu ctory Over view

1. What is Statist ics Abo ut?
As sum marized in the two schema sat the rig ht, statis ti cs is con -

cer ned with data-base d invest iga ting (o r em pir ical proble msolv ing)
of the real world, whi c h means inv estig a t i ng some popula t ion or
proces son the basis of data to answer on e or more qu est i ons.
Fo r this introducto ry dis cus sio n, only the inv estig a t ive met hods of
sa m p ling andmeasur ing are shown in the lowe rschema .
This introduction pre sup pos es initia l ly that dat a-base dinve s tig a t i ng is con cer ned with answe r(s) to que s tion(s) about a col lec-
tion ofel ements which compris ea popu lation. For exa mple:

a computer manufacture rmay want to assess war ranty cla ims for one of its produ cts – anel ement woul d be one item of
the produ ct and thepopu lation is all such items sol d ov er some speci fi ed per iod;
a gov ernment department may want to know the pro por tio n of Cana dian adult s who hav econc e rns about the lev el of
funding of the health care sys tem – an el ement woul d be a Cana dian adult and thepopu lation is all such Cana dians;
a financia l in stitution may wis h to find people whose profile makes them more likely to accep tan unsoli cit e doffer of a cre dit
card – an el ement woul d ag ain be a person but the popu lation is harde r to speci fy; it cou ld be people whose profile puts
them at or above an accep tanc eleve l de eme dli kely to make the cre dit card offer ing profit able for the financia l in stitution.

The que s tion(s) to be answe red may so met imes be con cer ned with an in dividua l to be selected in future from the popula t ion.
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2. Key Ide as: Un certainty, Error and Repet ition
A cent r al is s uein dat a-base d inve s tig a t i ng is that ext e rnal con strain t s and the type of infor mation we requi re impose

sampling and measuring processes on mos tinve s tig a t i ng; we then need to assess the likely ‘co rre ctness’ of the answe rfr om the
inve s tig a t i ng in lig ht of the un cer tai nty in trodu c e dby thes etwo processes. In essenc e, this is the problem of in duction. An
ov ervie w of this matt e ris giv en in the schema at the rig ht bel ow; the main idea sare sum marized at the left.

* If we hav eco mplet e infor mation, we can ob-
tain acertai n answe r; that is, an answe rwe
canknow is cor rect.

* If we hav einco mplet einfor mation, we can -
not know an answe r is cor rect (an uncer-
tain answe r) – in fact, we can be fairly sure
a num erical answe ris at lea sta lit tle off;
−− sampling and measuring yield data (and,

henc e, infor mation) that are in her ently in complet e.

* An answe rwhich is anumber (li ke a sample ave r age) is
called apoin t es tim ate of the cor responding popula t ion attr ibute
(the popula t ion ave r age).

* To make such an answe r mo reus eful, we want to be able to giv e
an in ter val est imate, a quantit ative statement about how far the
poin t estim ate is li kel y to be from the true value – this differenc e
is theer ror of the estim ate. Un certainty is ign oranc eabou ter ror.

* In aparticular inve s tig a t ion, the size of the error is (and usually re-
ma ins) unknow n; this is reflected in li mit ations on answe r(s). To
qu antify unc e rtain ty, we tur n to the beh aviour of error unde r
repetition of the sampling and measuring processes;
−− an analog y is tos sing a coi n – we cannot pre dict the outco m e

of aparticular toss but pr obabi lity can descr ibe thedis tribution
of outco m e sun d er re pet it i on of the process of tos sing the coi n.

* In the cla s sroom , we can doactual repetit ion (repeating ove r and ove r) to dem ons trate, for exa mple, the statis ti c a lbeha -
viour of the value sof sample att rib u t es (e.g., ave r age s) and of the value swhich arise from mea s uring processes;
−− the two charact e ris ti cs of sign andmagn itude of (nume rical) er ror lea d, unde rrepetit ion, to what we call inaccurac y and

impre c isi on; theinverses of thes etwo idea s– accur acy and pre cisio n – provi de more famili ar ter min ology, but we must
re a lize that statis ti c a lmethods(tr y to) manage the (un d e sir able) fo rmer to achieve needed lev els of their (desir able) inv erses.

* Ou tsi de the cla s sroom , we recog n ize that actual repetit ion is usually not a viable optio n – we use ins tea dhypoth etical
repetit ion base don an appro priat est atis ti c a lmodel (fo r the selecting and measuring processes, for exa mple) ;
−− we hel p ma int ain the distin ction bet ween the real world and the model by usi ngbia sand variability as themodel qu an-

tities whi c hrepre sent inaccur acy and impre cisio n in the real world.

Complet einfor mation an answe rwe canknow is cor rect

Inco mplet einfor mation an answe rwe cannot know is cor rect
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(w ecan be fair ly sure a num erical answe ris at lea sta lit tle off )

[e rro r is (and usually rem ain s) of unknow nvalue in aparticular inve s tig a t ion]
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* A statis ti c a lmodel, including its assumptions, allow sus to achieve our aim of quantifyi ng (so m eof) the unc e rtain ty in our
estim ate(s); par t of identifyi ng the lim itation son an Answe r is to assess model error arisi ng fr om the differenc ebetween
(‘i dealized’) modelling assump tion sand the real-world situation.

* We empha size sample error and measurement error in this introducto ry ove rvie w; other cat egor ies of error, whi c h ne e d
mo rebackg rou nd to unde rst and, are (besi des model error) study error, non -re spons eer ror and comparison error.
−− There can also be non-statis ti c a ler ror, alt hou gh sub ject-matt e rknow ledge is gene r ally requi red to assess it.
Discus sio n of each of the six cat egor ies of (st atis ti c a l) er ror is pursued in lat e rParts of thes eCourse Mat e ria ls when the
relevant statis ti c a l id e as hav ebeen deve loped and the con tex t is appropriat e.

NO TES: 1. Another diagr am mati csummar yof what statis ti cs is about is giv en at the rig ht;
it shows a broad div isi on of the focus of statis ti c a lmethods into data collec ting
and data analysis.
Inst anc esof impor tant que s tion s to be answe red (i.e., matt e rs needing dat a-
base dinve s tig a t i ng) are giv en by P. Calamai: Why jou rnali sts can’t add [Chap -
ter 3 (page s15 -24) in St atist i cs, Sci ence, and Pub lic Polic y, A.M. Her tzberg
and I. Krupt a(e dit ors), Que en’s Unive rsity, Kingston, Ontario K7L 3N6, 1998]:
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What are the big things? They are issues such as silicon ebrea stim p lants, the down -
si zi ngof the middle class, gende rpay equ ity, the con sum er price index, viole n ce aga inst women, the po-
ve rty lin e, drinking and pregnant women, race and crime, int e rnation a l debt comparisons , un emplo y-
ment rat es, the disappearanc eof the Atlantic cod, the taint e dbl ood scandal and, of cou rse, BSE and CJD,
two set sof init i als known only to a few res earche rs until Mad Cow Dis ease hit the headlin es in 1996.

2. The fol low ing are illust r ation sof the pre c ept that certai nty requ ire sco mplet e in formation and, conve rsely, inco m-
plet einfor mation ines capably yields uncer tain ty [ig noranc e(u sually of the size or mag n itude) of error]:

• In the proof of a theorem in mat hem ati cs, we hav ea set of axi oms and the rules of log ic; wit hin this sys tem of
co mplet einfor mation, the re can be certai nty the theorem is true.

• Games like ches sand bridge involve sma l l popula t ion sof ele ments(32 pie c es and 52 cards , re spectiv ely) and a
set of rules; wit hin thes esyst ems of complet einfor mation, the re can be certai nty which playe rha swon a game.

• In dat a-base dinve s tig a t i ng, infor mation bou ndaries are sel d o mas cle arly defi ned as in mat hem ati cs, chess and
br idge, and practical con sid eration sim pos esour ces of inco mplet eness and, henc e, of uncer tain ty, whi c h in clu de:
−− sampling: alt hou gh we want Answe r(s) to apply to apopu lation, we sel d o mhave the resou rces to inv estig a te

mo rethan asubset of the popula t ion (a sa m p le) – the idea of sample error rem inds us a sample sel d o mag rees
exactl y with the popula t ion;

−− mea s uring : ev en app are n tly straig ht-for ward
qu antit ies like lengt h and weight hav e in her ent
un cer tain ty in the value swe obtain (the idea of
mea s urement error), while mea s uring quantit ies
li ke the number of cod in the Nor th At lantic
fis hing groun ds or people’s attitudes or opinions
(e.g., on mandato ry regis tration of fire arms, capi tal
punish ment, abortio n) may int roduce much gr eater mea s uring unc e rtain ty.

A diagr am mati csummar yof thes ematt e rs is giv en at the rig ht above.
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Re asons for incomplet eness of dat a
[a n d, henc e, for unc e rtain ty in answe rs]

3. An illust r ation of sa m p le er ror is pol ling to estim ate a pro por tio n of interest, typically from a nation a lsample of
abou t1,000 to 1,500 adult s. The sa m p le propor tio n is a poi nt estim ate of the popu lation propor tio n but is un-
li kely to be exactl y equal to it; howeve r, in a pro perly desig ned and exe cuted pol l, it is likely clo se enoug h(i.e., to
have sma l l en oug hsample error) to be an Answe r with acce pta b le li mit ation s, provi ded that measurem ent er ror
(e.g., arisi ngfr om the que s tionnaire, the int e rvie wer and the int e rvie w proces s) has als obeen adequ ately manage d.

4. Looking ahea d, a sum mar yof someterminology, and two distin ction s(between a par ticular inv estig a t ion and repe-
tition, bet ween the real world and the model) it hel ps us maint ain, is giv en bel owat the rig ht in Table 1.1.1; indivi d ual
ter ms are defi ned to the left of the Table.

• Er ror: the di ffere nce between what is stated [e.g., in an Answe r] or assume d[e.g., in a  respons emodel] and
the actual st ate of affairs.

• Inaccu racy: aver age er ror unde rrepetit ion.

• Bias: the model quantity repre senting inaccur acy.

• Impr ecision: sta n dar d devi ation of error unde rrepetit ion.

• Va riability: the model quantity repre senting impre cisio n.

• Va riation: (n atural) differenc esin (variat e) value samong the members of a group; e.g., a targe tpopula t ion, a study
popula t ion, a respondent popula t ion, a sample, repeated mea s urements, error value s un d er repetit ion.

Ta ble 1.1.1: PA RTICULAR (HYPOTHETICAL)
IN VESTIGATION REPETITION

Re al Wor ld Real Wor ld Model
variation inaccur acy bia s
er ror impre cisio n variability
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