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Abstract

We discuss the Gauss, Codazzi, and Ricci equations for a Riemannian immersion. The
O’Neill tensors for a Riemannian submersion are introduced and applied to the Fubini-
Study metric on CPn. Moreover, we discuss the case of a vector bundle equipped with
a connection and fibre metric over a Riemannian manifold and show how to equip the
vector bundle with an induced Riemannian metric. This construction is analyzed as
a Riemannian immersion and a Riemannian submersion, and the precise conditions
under which the O’Neill tensors vanish is determined.
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1 Introduction

The purpose of this project is to introduce Riemannian immersions and submersions. The
reader will need to be familiar with the basics of smooth manifold theory and vector bun-
dles at the level of [3]. It will be helpful for the reader if they have some familiarity with
Riemannian geometry, including parallel transport, geodesics, and the exponential map. See
for example, [1] or [4]. While we will review the basics of Riemannian geometry that we will
use, this review is brief and most theorems are not proved.

In section 2, we briefly review immersions, submersions, and embeddings in the context
of smooth manifold theory, and we discuss some examples of each. We then review the basic
definitions and important theorems in Riemannian geometry, including the curvature tensor
symmetries, the Levi-Civita connection of a Riemannian manifold, and the Ricci, scalar, and
sectional curvatures. At the end of section 2, we consider a vector bundle E → M , where
(M, g) is a Riemannian manifold, and E is equipped with a connection ∇E and fibre metric
h. We show how to naturally construct a Riemannian metric ĝ on E.

In section 3, we define a Riemannian immersion and the second fundamental form. We
use the second fundamental form to prove the Gauss, Codazzi, and Ricci equations, which
relate the curvature of the ambient manifold to the curvature of the submanifold. We then
specialize to the hypersurface case, where the difference in dimension between the ambient
and submanifold is 1. Section 3 ends with an introduction of the Gaussian and mean curva-
ture of Euclidean hypersurfaces and a proof of Gauss’s Theorema Egregium.

Finally, we introduce Riemannian submersions in section 4. The Fubini-Study metric and
the vector bundle construction from section 2 are discussed as examples. The O’Neill tensors
are defined for a Riemannian submersion, and the fundamental equations for the O’Neill ten-
sors are proved. We end by computing the O’Neill tensors for the vector bundle construction
and computing the curvature of the Fubini-Study metric using the fundamental equations.

2 Preliminaries

We briefly review immersions, submersions, embeddings, connections, and Riemannian man-
ifold theory in order to fix notation and conventions. Most results in this section are not
proved.
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2.1 Immersions, Submersions, and Embeddings

Let M,N be smooth manifolds and F : M → N be a smooth map. The rank of F at p ∈M
is the rank of the linear map [F∗]p : TpM → TF (p)N . We say that F has constant rank if its
rank is the same at all p ∈ M . The most important types of constant rank maps are those
with maximum rank:

Definition 2.1 Let F : M → N be a smooth map.
a. F : M → N is called an immersion if [F∗]p is injective for all p ∈M .

b. F : M → N is called an embedding if F is an injective immersion and F is a homeo-
morphism onto its image. That is, U ⊆ M is open in M if and only if F (U) is open in
F (M) ⊆ N , where F (M) is given the subspace topology of N .

c. F : M → N is called a submersion if [F∗]p is surjective for all p ∈M .

Notice that dimM ≤ dimN whenever F : M → N is an immersion, and dimM ≥ dimN
whenever F : M → N is a submersion.

Example 2.2 Suppose M,M1, . . . ,Mk are smooth manifolds.
a. If pi ∈Mi for each i, then the map ιj : Mj →M1 × · · · ×Mk given by

ιj(q) = (p1, . . . , pj−1, q, pj+1, . . . , pk)

is an embedding.

b. If γ : J → M is a smooth curve and M is a smooth manifold, then γ is an immersion if
and only if γ′(t) 6= 0 for all t ∈ J . In particular, if V is a smooth vector field on M and p
is a regular point, then the integral curve Θ(p) passing through p at t = 0 is an immersion.

c. f : M → N is a local diffeomorphism if and only if f is an immersion and a submersion.

d. The natural map π : Cn+1 \ {0} → CPn of a nonzero (n + 1)-tuple onto its equivalence
class is a submersion.

e. We claim that the map x : R2 → R4 given by

x(θ, ϕ) =
1√
2

(cos θ, sin θ, cosϕ, sinϕ)

is an immersion of R2 into R4 whose image x(R2) is a torus T2. We compute the matrix
of the pushforward at (θ, ϕ).

[x∗]p =
1√
2


∂(cos(θ))

∂θ
∂(cos(θ))

∂ϕ
∂(sin(θ))

∂θ
∂(sin(θ))

∂ϕ
∂(cos(ϕ))

∂θ
∂(cos(ϕ))

∂ϕ
∂(sin(ϕ))

∂θ
∂(sin(ϕ))

∂ϕ

 =
1√
2


− sin θ 0
cos θ 0

0 − sinϕ
0 cosϕ
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Clearly the columns of the above matrix are always linearly independent, so [x∗]p has full
rank. Thus, x : R2 → R4 is an immersion. Moreover, ‖x(θ, ϕ)‖ = 1 for all θ and ϕ, so x
is an immersion of R2 into S3. Notice that the image of x is a torus T.

f. If E →M is a vector bundle over M , then π : E →M is a submersion. In particular, the
map π : TM →M given by π(p,Xp) = p is a submersion.

g. Suppose π : E →M is a rank r vector bundle over K ∈ {R,C} and define the zero section
as

Z = {ϑ ∈ E : ϑ is the zero element in the vector space π−1(π(ϑ)).},
and give Z the subspace topology of E. We claim that Z can be given a smooth structure
such that Z is a smooth manifold and the inclusion ι : Z → E is an embedding.

Let ϑ ∈ Z, define p = π(ϑ), and let {s1, . . . , sk} be an R-local frame for E on a neigh-
borhood U of p. Here k = 2r if K = C and k = r if K = R. By further restricting U ,
we may assume that U is the domain of a local chart (U,ϕ) for M . Now define a map
θ : π−1(U)→ ϕ(U)× Rk by

θ(yisi(p)) = (ϕ(p), y1, . . . , yk)

for any yi ∈ R. Using the inverse function theorem, it is not difficult to verify that
(π−1(U), θ) gives a smooth chart for E.

In terms of this local frame, we have Z ∩ π−1(U) contains exactly points of the form
(x1, . . . , xn, 0, . . . , 0) where (x1, . . . , xn) is a point in U . Thus, we can construct a local
chart (Z ∩ π−1(U), ϕZ) for Z from the chart (U,ϕ) on M in the obvious way. Doing so
for every such chart on M endows Z with a smooth structure such that Z is naturally
diffeomorphic to M .

In local coordinates, the inclusion map ι : Z → E is given by ι(x1, . . . , xn) =
(x1, . . . , xn, 0, . . . , 0), which is clearly an immersion. Moreover, since Z was given the
subspace topology, ι is a topological embedding. So ι is an embedding, as claimed. //

It is not always easy to check the constant rank condition explicitly. Thankfully, there is a
simple local criterion for submersions.

Theorem 2.3 (From [4, Theorem 4.6]) Suppose M and N are smooth manifolds, and
π : M → N is a smooth map. Then π is a submersion if and only if for each p ∈ M
there is an open neighborhood U ⊆ N of π(p) and a smooth map σ : U → M such that
σ(π(p)) = p and π ◦ σ = Id: U → U .

As constant rank maps, immersions and submersions enjoy particularly nice local represen-
tations.
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Theorem 2.4 (From [1, Remark III6.4]) Let M,N be smooth m,n-manifolds, respectively,
and let F : M → N be a smooth map of constant rank k. If p ∈ M , then there exist
charts (U,ϕ) for M and (V, ψ) for N such that ϕ(p) = (0, . . . , 0), ψ(F (p)) = (0, . . . , 0), and

F̂ = ψ ◦ F ◦ ϕ−1 is given by

F̂ (x1, . . . , xm) = (x1, . . . , xk, 0, . . . , 0).

Moreover, we may assume that ϕ(U) = Cm
ε (0) and ψ(V ) = Cn

ε (0), where C l
ε(0) ⊆ Rl denotes

an open cube of breadth ε about 0.

Moreover, every immersion is locally an embedding.

Theorem 2.5 (From [1, Theorem III4.12]) Let F : M → N be an immersion. Then each
p ∈M has a neighborhood U such that F |U is an embedding of U in M.

Corollary 2.6 Every immersion is locally injective.

We now want to consider the notion of an embedded submanifold and its relation to immer-
sions and embeddings. If k ≤ n and U is an open subset of Rn, then a k-slice of U is a set
of the form

S = {(x1, . . . , xn) ∈ U : xk+1 = ck+1, . . . , xn = cn}

where ck+1, . . . , cn ∈ R are constants. Now suppose that M is a smooth manifold and (U,ϕ)
is a chart on M . A subset S ⊆ U is called a k-slice of U if ϕ(S) is a k-slice of ϕ(U).

Definition 2.7 Let M be a smooth manifold and N ⊆ M . Then N is called an embedded
submanifold of dimension k or an embedded k-submanifold if for every p ∈ N there is a
chart (U,ϕ) with p ∈ U such that N ∩ U is a k-slice for U .

The following theorem justifies the name embedded submanifold :

Theorem 2.8 (From [4, Thm. 8.2]) Let M be a smooth n-manifold and let N ⊆ M be an
embedded k-dimensional submanifold of M . With respect to the subspace topology, N is a
smooth manifold of dimension k and the inclusion map ι : N → M is an embedding of N
into M.

Example 2.9

a. Let U ⊆ Rk be open and let F : U → Rn be smooth. Then the graph Γ(F ) is an embedded
k-submanifold of Rk+n.

b. The n-sphere Sn is an embedded submanifold of Rn+1.
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These examples show that our definition of an embedded submanifold agrees with our in-
tuition of what a “submanifold” should look like in Euclidean space. Moreover, there is a
natural connection between embeddings and embedded submanifolds.

Theorem 2.10 (From [3, Proposition 5.2]) Let M , N be smooth m,n-manifolds, respec-
tively, and let F : M → N be an embedding. Then F (M) is an embedded submanifold of
N .

Using slice coordinates, a vector field can be extended from an embedded submanifold to an
open set of the ambient manifold.

Theorem 2.11 Suppose M ⊆ M̃ is an embedded submanifold and X is a vector field on
M . Then there is a vector field X̃ defined on an open subset of M̃ containing M such that
for all p ∈M , [ι∗]pXp = X̃p.

Proof. First, note that since [ι∗]p is injective, we can identify TpM with [ι∗]pTpM for all

p ∈M . Let {(ϕα, Ũα)} be a set of slice charts for M̃ such that ∪α∈A(Ũα ∩M) covers M .

In the slice coordinates (ϕα, Ũα), X is given by

X(ϕ−1
α (x1, . . . , xk)) =

k∑
i=1

f iα(ϕ−1
α (x1, . . . , xk, 0, . . . , 0))∂i,

where f iα ∈ C∞(Ũα ∩ M). We canonically extend each f iα to f̃ iα ∈ C∞(Ũα) by defining

f̃ iα(ϕ−1
α (x1, . . . , xn)) = f iα(ϕ−1

α (x1, . . . , xk, 0, . . . , 0)). Define X̃α =
∑k

i=1 f̃
i
α∂i. By construc-

tion, X̃α is a smooth extension of X to Γ(Ũα).

Now let {ρα} be a partition of unity subordinate to the Ũα. Define

X̃ =
∑
α

ραX̃α ∈ Γ(∪α∈AŨα).

By construction, X̃ is a smooth extension of X to a neighborhood of M in M̃ . �

Finally, we can use submersions to construct embedded submanifolds of the domain by
taking level sets. This provides a very nice connection between submersions and embed-
dings. In fact, we do not even need the full strength of a submersion to do this. Instead,
we only need to know the map’s behavior at points in the level set. To make this precise,
suppose F : M → N is a smooth map. Then p is called a regular point if [F∗]p is surjective
at p. If q ∈ F (M), the level set F−1(q) is called a regular level set if every p ∈ F−1(q) is a
regular point. Notice in particular that every level set of a submersion is regular.
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Theorem 2.12 (From [3, Corollary 5.14]) Let M,N be smooth manifolds and let F : M →
N be smooth map. Every regular level set of F is an embedded submanifold of M whose
codimension is equal to dimN . In particular, any level set of a submersion F : M → N is
an embedded submanifold of M .

2.2 Connections, Curvature, and Torsion

Remark 2.13 If E is a vector bundle over M , we denote by Γ(E) the smooth sections of
E, and we denote by Ep the fibre of E over p ∈M . That is, Ep = π−1(p).

Definition 2.14 If E →M is a vector bundle, then a connection on a E is a map

∇ : Γ(TM)× Γ(E)→ Γ(E) : (X, σ) 7→ ∇Xσ

such that

a. ∇Xσ is C∞(M)-linear in X

b. ∇Xσ is R-linear in σ

c. ∇X(fσ) = (Xf)σ + f∇Xσ for all f ∈ C∞(M) and X ∈ Γ(TM).

Example 2.15 Let (x1, . . . , xn) be the standard global coordinates for Rn. The Euclidean
connection on TRn → Rn is denoted by ∇ and satisfies ∇∂i∂j = 0 for all 1 ≤ i, j ≤ n.

Since ∇Xσ is C∞(M)-linear in X but only R-linear in σ, (∇Xσ)(p) depends on σ in a
neighborhood of p but only depends on X at the point p. Thus, we often write ∇XpY
instead of (∇XY )(p). In fact, the following proposition shows that ∇XY depends only on
the values of Y on a particular curve.

Proposition 2.16 (See [4, Proposition 4.26]) Let M be a smooth manifold with a connection
∇ on E, and let Xp ∈ TpM . Suppose σ, τ ∈ Γ(E) and γ : I →M is a curve such that γ(0) = p
and γ′(0) = Xp. If σ and τ agree on the image of γ, then ∇Xpσ = ∇Xpτ .

Often we are interested in smooth sections of a vector bundle over a curve. Indeed, suppose
γ : I → M is a curve in M and V is a smooth section of E over γ. That is, V : I → TM is
a smooth map such that Vt ∈ Eγ(t) for all t ∈ I. We denote the space of all such maps by
Γ(γ∗E).

Theorem 2.17 (See [4, Theorem 4.24]) Let M be a manifold with connection ∇ on E, and
γ : I →M be a smooth curve. Then ∇ induces a unique R-linear map Dt : Γ(γ∗E)→ Γ(γ∗E)
such that
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a. Dt(fV ) = f ′V + fDtV for all f ∈ C∞(I)

b. If V ∈ Γ(γ∗E) and for some t ∈ I, Vt can be extended to a smooth section of E, say Ṽ ,
in a neighborhood of γ(t), then

DtV = ∇γ′(t)Ṽ .

A connection on a vector bundle E → M induces a curvature tensor on E. The geometric
meaning of such a tensor will become clear in the context of Riemannian geometry.

Definition 2.18 Suppose E → M is a vector bundle and ∇ is a connection on E. Then
the curvature of ∇ is the map R∇ : Γ(TM)× Γ(TM)× Γ(E)→ Γ(E) given by

R∇(X, Y )σ = ∇X∇Y σ −∇Y∇Xσ −∇[X,Y ]σ.

Notice that R∇(X, Y )σ is skew-symmetric in X and Y . Using Definition 2.14 and properties
of the Lie bracket, it is easy to show that R∇ is C∞(M)-linear in each of its three arguments.

From now on, we consider the case E = TM , and we say ∇ is a connection on M . In
a set of local coordinates (x1, . . . , xn) on M , we define the local functions Rl

ijk for the cur-

vature tensor R by R(∂i, ∂j)∂k = Rl
ijk∂l. In the case E = TM there is another important

tensor called the torsion.

Definition 2.19 Let ∇ be a connection on a smooth manifold M . The torsion of ∇ is the
map T∇ : Γ(TM)× Γ(TM)→ Γ(TM) given by

T∇(X, Y ) = ∇XY −∇YX − [X, Y ].

∇ is said to be torsion free if T∇ = 0.

Notice that T∇ is skew-symmetric in its arguments. Using Definition 2.14 and properties of
the Lie bracket, it is easy to show that T∇ is C∞(M)-linear in each argument and is thus a
(2, 1)-tensor.

2.3 Riemannian Manifolds

Definition 2.20 A Riemannian manifold is a pair (M, g) where M is a smooth manifold,
and g is a fibre metric on TM . That is, g ∈ Γ(T ∗M ⊗T ∗M) is a smooth (2,0)-tensor which
is symmetric and positive definite at every point.

9



In local coordinates we can write g = gijdx
i⊗dxj, where (gij) is a symmetric, positive definite

matrix of smooth functions defined on the domain of the coordinate chart. Since gij = gji,
we write g = gijdx

idxj where dxidxj = 1
2

(dxi ⊗ dxj + dxj ⊗ dxi) is the symmetrized tensor
product. If g is understood, we often denote g(X, Y ) by 〈X, Y 〉.

Example 2.21 Let (x1, . . . , xn) be the standard global coordinates on Rn. The Euclidean
metric on Rn is defined by g (∂i, ∂j) = δij.

The notion of an isomorphism in the category of Riemannian manifolds brings us to the
definition of an isometry.

Definition 2.22 Suppose (M, g), (N, h) are Riemannian manifolds. An isometry from M
to N is a map F : (M, g) → (N, h) such that F is a diffeomorphism from M to N and
F ∗h = g.

Since we are largely interested in local properties of Riemannian manifolds, we introduce a
more restricted notion of local equivalence through a local isometry.

Definition 2.23 Let (M, g) and (N, h) be Riemannian manifolds. A local isometry from
M to N is a map F : (M, g)→ (N, g) such that for each p ∈M there is an open set U ⊆M
containing p such that F |U : (M |U , g|U)→ (NF (U), h|F (U)) is an isometry.

An important property of immersions is their ability to pull back metrics to metrics.

Proposition 2.24 Suppose i : M → N is an immersion and g is a metric on N . Then i∗g
is a metric on M

Proof. Since g is symmetric and bilinear, so is i∗g. It remains to show positive-definiteness.
Suppose that Xp ∈ TpM such that (i∗g)p(Xp, Xp) = 0. That is, gi(p)([i∗]pXp, [i∗]pXp) = 0.
Since g is positive definite, this implies [i∗]pXp = 0. Since i is an immersion, Xp = 0. �

Example 2.25 Consider Example 2.2e, and suppose T2 is given the induced metric from R4.
Let us show that the curvature of T2 is zero. By restricting x to a suitably small neighborhood
and restricting the range to the image of x on this neighborhood, we obtain a smooth map
y = x|U : U → x(U) where x(U) is an embedded submanifold of R4. Since [x∗](θ,ϕ) is injective
at every point, [y∗](θ,ϕ) is invertible on U . By further restricting U we may assume y is a
diffeomorphism by the inverse function theorem. Locally, x = ι ◦ y, where ι : x(U)→ R4 is
the inclusion map. Locally, the metric on the torus is given by ι∗g = (y−1)∗(x∗g). Since y
is a diffeomorphism, to show that this metric induces zero sectional curvature it suffices to
show that x∗g is a metric on R2 which induces zero Riemannian curvature on R2.

x∗g =
1√
2

(
d(cos θ)2 + d(sin θ)2 + d(cosϕ)2 + d(sinϕ)2

)
10



=
1√
2

(
sin2(θ)dθ2 + cos2(θ)dθ2 + sin2(ϕ)dϕ2 + cos2(θ)dϕ2

)
=

1√
2

(
dθ2 + dϕ2

)
.

The metric is a positive scalar multiple of the Euclidean metric, and thus the Riemann
curvature tensor is zero. //

Since a Riemannian manifold (M, g) is equipped with a metric, there are a special class of
connections on M .

Definition 2.26 Suppose (M, g) is a Riemannian manifold. A connection ∇ is said to be
metric compatible if for all X, Y, Z ∈ Γ(TM), we have

X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉.

One may wonder about the existence of torsion free and metric compatible connections. This
leads us to the following important theorem.

Theorem 2.27 (Fundamental Theorem of Riemannian Geometry)
Let (M, g) be a Riemannian manifold. There is a unique connection ∇ on M that is torsion
free and metric compatible. We call this connection the Levi-Civita connection of (M, g).

From now on, we assume that the connection on a Riemannian manifold is its Levi-Civita
connection unless otherwise stated. Moreover, whenever X, Y ∈ Γ(TM), we denote g(X, Y )
by 〈X, Y 〉. Likewise, the curvature tensor of a Riemannian manifold is with respect to the
Levi-Civita connection. Using the metric and curvature tensor, we construct the Riemann
curvature tensor.

Definition 2.28 Let (M, g) be a Riemannian manifold with curvature R. Then the Riemann
curvature tensor is a the smooth section R ∈ Γ(T ∗M ⊗ T ∗M ⊗ T ∗M ⊗ T ∗M) given by
R(X, Y, Z,W ) = 〈R(X, Y )Z,W 〉 for all X, Y, Z,W ∈ Γ(TM).

In local coordinates, we define Rijkl = R(∂i, ∂j, ∂k, ∂l) = 〈Rm
ijk∂m, ∂l〉 = Rm

ijkgml. The Rie-
mann curvature tensor satisfies several symmetries, which we summarize.

Proposition 2.29 (From [4, Proposition 7.12]) Let (M, g) be a Riemannian manifold, with
Riemannian curvature R. Then

a. R(X, Y, Z,W ) = −R(Y,X,Z,W )

b. R(X, Y, Z,W ) = −R(X, Y,W,Z)
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c. R(X, Y, Z,W ) +R(Y, Z,X,W ) +R(Z,X, Y,W ) = 0

d. R(X, Y, Z,W ) = R(Z,W,X, Y )

Using the Riemann curvature, one can define the sectional curvature. Later, we will see that
the sectional curvature measures the curvature of a two-dimensional submanifold of M .

Definition 2.30 Let (M, g) be a Riemannian manifold, let p ∈ M , and let Lp be a two-
dimensional subspace of TpM . Let {Xp, Yp} be a basis of Lp. Then the sectional curvature
of Lp is given by

secp(Lp) =
R(Xp, Yp, Yp, Xp)

|Xp ∧ Yp|2

where we define |Xp ∧ Yp|2 = 〈Xp, Xp〉〈Yp, Yp〉 − 〈Xp, Yp〉2.

Note that it is not difficult to prove that |Xp∧Yp| defines a norm on the vector space
∧2 TpM .

We must show that the previous definition does not depend on the choice of basis.

Proposition 2.31 The definition of sectional curvature does not depend on the choice of
basis.

Proof. Let p ∈ M and let {Xp, Yp} and {Zp,Wp} be two bases of TpM . We can write
Zp = aXp + bYp and Wp = cXp + dYp for some a, b, c, d ∈ R. Using the symmetries of the
Riemann curvature tensor, it is easy to show that

R(Zp,Wp,Wp, Zp) = (ad− bc)2R(Xp, Yp, Yp, Xp),

|Zp ∧Wp|2 = (ad− bc)2|Xp ∧ Yp|2.

�

We say a manifold has constant sectional curvature if for all p ∈ M and all two dimen-
sional subspaces Lp, Kp of TpM , we have secp(Lp) = secp(Kp). In this case, the sectional
curvature is simply a smooth function on M .

Proposition 2.32 (From [4, Proposition 8.36]) Suppose (M, g) has constant sectional cur-
vature C ∈ C∞(M). Then the Riemann curvature is given by

R(X, Y, Z,W ) = C(〈X,W 〉〈Y, Z〉 − 〈X,Z〉〈Y,W 〉) for all X, Y, Z,W ∈ Γ(TM)

Finally, we review the Ricci curvature. To do so, we first take a linear algebra digression.
Suppose V is a vector space with inner product 〈.〉, and A : V → V is linear. Suppose
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{e1, . . . , en} is a basis of V . Let gij = 〈ei, ej〉 and let gij be the inverse matrix. Then

〈Aei, el〉gil = 〈Ajiej, el〉gil = Ajigjlg
il = Ajiδ

i
j =

n∑
i=1

Aii = tr(A).

We can now use this characterization of the trace to obtain a local coordinate expression for
the Ricci curvature.

Definition 2.33 Let (M, g) be a Riemannian manifold. Fix p ∈M and Xp, Yp ∈ TpM . Con-
sider the linear operator Ap on TpM defined by Zp 7→ R(Zp, Xp)Yp. Define Ricp(Xp, Yp) =
tr(Ap).

By the preceding discussion, in local coordinates we have Ric(X, Y ) = 〈R(∂i, X)Y, ∂l〉gil,
so Ric is indeed a smooth (2, 0)-tensor. In local coordinates, we write Rjk = Ric(∂j, ∂k) =
Rijklg

il.

Definition 2.34 The scalar curvature of a Riemannian manifold (M, g) is the smooth func-
tion on M defined by Sc(p) = trg(Ricp).

Notice that in local coordinates, Sc = Rjkg
jk, so Sc is indeed smooth.

Next, we review the gradient of a smooth function on a Riemannian manifold M . Define
the flat operator [ : Γ(TM)→ Γ(T ∗M) by

[(X)(Y ) = 〈X, Y 〉

for all X, Y ∈ Γ(TM). The flat operator is clearly tensorial, so [ ∈ Γ(T ∗M ⊗ T ∗M). For
every p ∈ M , [p : TpM → T ∗pM is injective since the metric is positive definite. Thus, [p is
an injective linear map between vector spaces of the same dimension, and is thus an isomor-
phism. Let ]p : T ∗pM → TpM denote the inverse map.

Now consider a local coordinate frame {∂1, . . . , ∂n} of TM . Then we can write [(∂i) = Aikdx
k

for local smooth functions Aik on M . Then

gij = 〈∂i, ∂j〉 = [(∂i)(∂j) = Aikdx
k(∂j) = Aij,

so [gij] is the matrix of [ with respect to the local bases {∂1, . . . , ∂n} of TM and {dx1, . . . , dxn}
of T ∗M . Thus, [gij(p)] = [gij(p)]

−1 is the matrix for ]p. Since the gij are smooth functions and
both {∂1, . . . , ∂n} and {dx1, . . . , dxn} are smooth local frames for TM and T ∗M , respectively,
]p extends naturally to a tensorial map ] : Γ(T ∗M) → Γ(TM). Now if f ∈ C∞(M), define
the gradient of f to be

∇(f) = ](df).
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In local coordinates, ∇(f) = ]( ∂f
∂xi
dxi) = gij ∂f

∂xi
∂
∂xj

. Now let Y be any other smooth vector
field on M , say Y = Y i ∂

∂xi
. Then

〈∇f, Y 〉 =

〈
gij

∂f

∂xi
∂

∂xj
, Y k ∂

∂xk

〉
= gijY k ∂f

∂xi

〈
∂

∂xj
,
∂

∂xk

〉
= gijgjkY

k ∂f

∂xi

= Y k ∂f

∂xk

= Y f,

which is exactly how one would expect the gradient to behave.

Finally, we define the Hessian and state its relation to the gradient.

Definition 2.35 Let (M, g) be a Riemannian manifold, and let f ∈ C∞(M). Then the
Hessian of F , Hess(f), is defined for all vector fields X, Y ∈ Γ(TM) by Hess(f)(X, Y ) =
X(Y f)− (∇XY )(f).

Proposition 2.36 Let (M, g) be a Riemannian manifold, let f ∈ C∞(M). Then Hess(f) is
symmetric and Hess(f)(X, Y ) = 〈∇X(∇f), Y 〉 for all X, Y ∈ Γ(TM).

2.4 Induced Riemannian Metric on a Vector Bundle

Let (M, g) be a Riemannian manifold, suppose π : E → M is a rank r vector bundle over
K ∈ {R,C} and suppose h is a fibre metric on E and ∇E is a connection on E. In this
section we want to construct a Riemannian metric ĝ on E in terms of g, h, and ∇E. We
will analyze this construction as a Riemannian immersion (where M is the zero section of
E) and as a Riemannian submersion in later sections.

Fix p ∈ M , and let {s1, . . . , sk} be an R-local frame for E on a neighborhood U of p. Here
k = 2r if K = C and k = r if K = R. Fix a chart (U,ϕ) for M about p. As in Example 2.2g,
we can define local coordinates (x1, . . . , xn, y1, . . . , yk) for E, where (x1, . . . , xn, y1, . . . , yk)
corresponds to the point yisi(ϕ

−1(x1, . . . , xn)) of E. We refer to the (xi) coordinates as the
base coordinates, and we refer to the (yj) coordinates as the fibre coordinates. Notice that
the (yj) coordinates are defined once a local frame is chosen. Given this local frame, we let
Γkij be the Christoffel symbols for this local frame. That is, Γlijsl = ∇E

∂

∂xi

sj.
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Definition 2.37 Suppose p : N → L is any submersion of smooth manifolds, and let q ∈ N .
Then the vertical subspace of TqN is the subspace Vq = ker [p∗]q.

Lemma 2.38 Consider the submersion π : E → M discussed above, and fix ϑ ∈ E. In
terms of the local coordinates constructed above, the set { ∂

∂y1

∣∣
ϑ
, . . . , ∂

∂yk

∣∣
ϑ
} is a basis for Vϑ.

Proof. This follows immediately from the fact that π is given in local coordinates by

π(x1, . . . , xn, y1, . . . , yk) = (x1, . . . , xn).

�

Let γ : [0, 1] → M be a smooth curve with γ(0) = p. Given any ϑ ∈ Ep = π−1(p), the
connection allows us to define the parallel transport γ̂ϑ : [0, 1]→ E such that γ̂ϑ(0) = ϑ and
γ̂ϑ(t) ∈ Eγ(t) for all t ∈ [0, 1].

We call γ̂ϑ the horizontal lift of γ with initial point ϑ. It depends on γ, ϑ, and the connection
∇ on E. It is called a lift because π ◦ γ̂ϑ = γ. A smooth curve on E is called a horizontal
curve if it is the horizontal lift of a smooth curve on M as described above. A tangent vector
in TϑE is called horizontal if it is the velocity vector at ϑ of a horizontal curve passing
through ϑ.

Proposition 2.39 Suppose γ′(0) = W i ∂
∂xi

∣∣
p

and that in local coordinates ϑ =

(ϕ(p), V 1, . . . , V k). Then

(γ̂ϑ)′(0) = W i ∂

∂xi
− ΓlijW

iV j ∂

∂yl
,

where the vectors are evaluated at ϑ and the Christoffel symbols are evaluated at p.

Proof. In the local coordinates (x1, . . . , xn, y1, . . . , yk) for E, write

γ̂ϑ(t) = (x1(t), . . . , xn(t), y1(t), . . . , yk(t)).

Since γ̂ϑ(t) ∈ Eγ(t) for all t ∈ [0, 1], the local coordinate expression for γ is

γ(t) = (x1(t), . . . , xn(t)).

Thus, we have

W i ∂

∂xi

∣∣∣∣
p

= γ′(0) =
dxi

dt

∣∣∣∣
t=0

∂

∂xi

∣∣∣∣
p

,

so W i = dxi

dt

∣∣
t=0

for each i.
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Using the local frame {s1, . . . , sr}, we can write γ̂ϑ = cjsj(γ(t)) = (γ(t), c1(t), . . . , ck(t)),
so in fact yj(t) = cj(t) for each j. From the parallel transport equation we obtain

dyl

dt
+ Γlij(γ(t))

dxi

dt
yj(t) = 0.

Evaluating at t = 0 gives

∂yl

∂t

∣∣∣∣
t=0

= −ΓlijW
iV j,

where the Christoffel symbol is assumed to be evaluated at γ(0) = p. Putting it all together,
we have

(γ̂ϑ)′(0) =
dxi

dt

∣∣∣∣
t=0

∂

∂xi

∣∣∣∣
ϑ

+
dyl

dt

∣∣∣∣
t=0

∂

∂yl

∣∣∣∣
ϑ

= W i ∂

∂xi

∣∣∣∣
ϑ

− ΓlijW
iV j ∂

∂yl

∣∣∣∣
ϑ

�

Proposition 2.40 Let Hϑ be the set of horizontal tangent vectors at ϑ ∈ Ep. Then Hϑ

is a subspace of TϑE, and there is a canonical isomorphism hϑ : TpM → TϑE that takes
Wp ∈ TpM to its horizontal lift hϑ(Wp) ∈ Hϑ.

Proof. By Proposition 2.39, all horizontal tangent vectors at ϑ ∈ Ep are of the form

W i ∂

∂xi
− ΓlijW

iV j ∂

∂yl
.

Take any two horizontal vectors at ϑ, say

W i ∂

∂xi
− ΓlijW

iV j ∂

∂yl
,

Zi ∂

∂xi
− ΓlijZ

iV j ∂

∂yl
,

and let a, b ∈ R. Then

a

(
W i ∂

∂xi
− ΓlijW

iV j ∂

∂yl

)
+ b

(
Zi ∂

∂xi
− ΓlijZ

iV j ∂

∂yl

)
= (aW i + bZi)

∂

∂xi
− Γlij(aW

i + bZi)V j ∂

∂yl
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is horizontal, so Hϑ is a subspace. For any Wp = W i ∂
∂xi

∣∣
p
∈ TpM let hϑ(Wp) be its horizontal

lift. Namely,

hϑ(Wp) = W i ∂

∂xi

∣∣∣∣
p

− ΓlijW
iV j ∂

∂yl

∣∣∣∣
p

.

This map is clearly linear and invertible and thus an isomorphism. �

As claimed, this horizontal subspace is complementary to the vertical subspace of TpM .

Proposition 2.41 TϑE = Vϑ ⊕Hϑ.

Proof. First, let Wϑ ∈ TϑE be arbitrary, say Wϑ = ai ∂
∂xi

∣∣
ϑ

+ bi ∂
∂yj

∣∣
ϑ
. Then

Wϑ = ai
∂

∂xi

∣∣∣∣
ϑ

+ bi
∂

∂yi

∣∣∣∣
ϑ

=

(
ai

∂

∂xi

∣∣∣∣
ϑ

− Γlija
iV j ∂

∂yl

∣∣∣∣
ϑ

)
−
(

Γlija
iV j ∂

∂yj

∣∣∣∣
ϑ

+ bi
∂

∂yi

∣∣∣∣
ϑ

)
∈ Hϑ + Vϑ

So Tϑ = Vϑ +Hϑ. Now suppose Wϑ ∈ Vϑ ∩Hϑ. Since Wϑ ∈ Hϑ, Wϑ has the form

Wϑ = W i ∂

∂xi

∣∣∣∣
ϑ

− ΓlijW
iV j ∂

∂yl

∣∣∣∣
ϑ

.

But since Wϑ ∈ Vϑ, we must have Wi = 0 for all i. But then Wϑ = 0. Hence Vϑ ∩Hϑ = {0},
which completes the proof. �

Let Aϑ, Bϑ ∈ TϑE be two tangent vectors to E at the point ϑ ∈ Ep ⊂ E. Then we
can find smooth curves v and w on E with v(0) = w(0) = ϑ and v′(0) = Aϑ and w′(0) = Bϑ.
Notice that v and w project down to smooth curves on M . Explicitly, define

γ(t) = (π ◦ v)(t),

τ(s) = (π ◦ w)(s).

We can regard v and w as smooth sections of E over the curves γ and τ , respectively. Recall
that (Dtv)(t) and (Dsw)(s) are the covariant derivatives along γ and η, respectively, so in
particular (Dtv)(t) ∈ Tγ(t)M and (Dsw)(s) ∈ Tη(s)M .

Define an inner product ĝϑ on TϑE by

ĝϑ(Aϑ, Bϑ) = gp([π∗]ϑAϑ, [π∗]ϑBϑ) + hp((Dtv)(0), (Dsv)(0)),
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where π : E → M is the natural projection. It is clear that ĝϑ is a symmetric bilinear form
on TϑE.

Proposition 2.42 ĝϑ is an inner product on TϑE.

Proof. It suffices to show that ĝϑ is positive definite. Suppose that ĝϑ(Aϑ, Aϑ) = 0. We
must show that Aϑ = 0. Let (U,ϕ) be a chart on M containing p, and let (π−1(U), θ) be the
induced chart on E. In local coordinates, we can write

v(t) = (x1(t), . . . , xn(t), y1(t), . . . , yr(t)).

Now we have

Aϑ = v′(0) =
∂xi

∂t

∣∣∣∣
t=0

∂

∂xi

∣∣∣∣
ϑ

+
∂yk

∂t

∣∣∣∣
t=0

∂

∂yk

∣∣∣∣
ϑ

.

In local coordinates, it is easy to show that the covariant derivative of v along γ at t = 0 is
given by

(Dtv)(0) =

(
dyk

dt

∣∣∣∣
t=0

+ yj(0)
dxi

dt

∣∣∣∣
t=0

Γkij(p)

)
sk(p). (1)

Now since 0 = ĝϑ(Aϑ, Aϑ) = gp([π∗]ϑAϑ, [π∗]ϑAϑ) + hp((Dtv)(0), (Dtv)(0)) and gp and hp are
nonnegative on TpE, we must have both terms equal to zero. Since gp is positive definite on
Ep, we must have [π∗]ϑAϑ = 0, which implies

0 = [π∗]ϑAϑ = [π∗]ϑ

(
dxi

dt

∣∣∣∣
t=0

∂

∂xi

∣∣∣∣
ϑ

+
dyk

dt

∣∣∣∣
t=0

∂

∂yk

∣∣∣∣
ϑ

)
=

dxi

dt

∣∣∣∣
t=0

∂

∂xi

∣∣∣∣
p

, (2)

Thus, we conclude that dxi

dt

∣∣
p

= 0 for all i. Again, since hp((Dtv)(0), (Dtv)(0)) = 0 and hp is

positive definite, (1) and (2) give

0 = (Dtv)(0) =

(
dyk

dt

∣∣∣∣
t=0

+ yj(0)
dxi

dt

∣∣∣∣
t=0

Γkij(p)

)
sk(p)

=
dyk

dt

∣∣∣∣
t=0

sk(p)

which implies dyk

dt

∣∣
t=0

= 0 for all k. All together, Aϑ = 0, so ĝϑ is positive definite. �

Thus, we have shown that ĝϑ is an inner product on TϑE for each ϑ ∈ E. Moreover,
the next proposition shows that ĝ is smoothly varying over E.
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Proposition 2.43 In local coordinates, we have

ĝ

(
∂

∂xi
,
∂

∂xj

)
= gij + ΓkipΓ

l
jqy

pyqhkl,

ĝ

(
∂

∂xi
,
∂

∂yj

)
= Γkipy

phkj,

ĝ

(
∂

∂yi
,
∂

∂yj

)
= hij,

so ĝ is a smooth tensor, and thus a smooth Riemannian metric on E.

Proof. Define a smooth curve onE in local coordinates by v(t) = (x1(t), . . . , xn(t), y1(t), . . . , yr(t))

where v(0) = ϑ ∈ E, and the coordinate functions satisfy dxk

dt
= δik and dyj

dt
= 0. Now let

Aϑ = v′(0) = ∂
∂xi

∣∣
ϑ
. So (1) gives

(Dtv)(0) =

(
dyk

dt

∣∣∣∣
t=0

+ ya(0)
dxi

dt

∣∣∣∣
t=0

Γkia(p)

)
sk(p)

= ya(0)Γkia(p)sk(p). (3)

Moreover, (2) gives

[π∗]ϑAϑ = [π∗]ϑ

(
dxl

dt

∣∣∣∣
t=0

∂

∂xl

∣∣∣∣
ϑ

+
dyk

dt

∣∣∣∣
t=0

∂

∂yk

∣∣∣∣
ϑ

)
=

∂

∂xi

∣∣∣∣
p

. (4)

From (3) and (4) we obtain

ĝv

(
∂

∂xi

∣∣∣∣
ϑ

,
∂

∂xj

∣∣∣∣
ϑ

)
= gp

(
∂

∂xi

∣∣∣∣
p

,
∂

∂xj

∣∣∣∣
p

)
+ hp

(
ya(0)Γkia(p)sk(p), y

b(0)Γljb(p)sl(p)
)

= gij(p) + Γkia(p)Γ
l
jb(p)y

a(0)yb(0)hkl(p).

As a local function on E, we have

ĝ

(
∂

∂xi
,
∂

∂xj

)
= gij + ΓkiaΓ

l
jby

aybhkl,

as claimed.

Now Aϑ = ∂
∂yj

∣∣
ϑ

corresponds to dxi

dt
= 0, dyk

dt
= δjk. Again, (1) gives

(Dtv)(0) =

(
dyk

dt

∣∣∣∣
t=0

+ ya(0)
dxi

dt

∣∣∣∣
t=0

Γkia(p)

)
sk(p) = sj(p), (5)
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so

ĝϑ

(
∂

∂xi

∣∣∣∣
ϑ

,
∂

∂yj

∣∣∣∣
ϑ

)
= gp

(
∂

∂xi

∣∣∣∣
p

, 0|p

)
+ hp(y

a(0)Γkia(p)sk(p), sj(p))

= Γkia(p)y
a(0)hjk(p).

As a local function on M , we have

ĝ

(
∂

∂xi
,
∂

∂yj

)
= Γkiay

ahjk,

as claimed. Finally, we have

ĝϑ

(
∂

∂yi

∣∣∣∣
ϑ

,
∂

∂yj

∣∣∣∣
ϑ

)
= gp (0|p, 0|p) + hp(si(p), sj(p)) = hij(p).

As a local function on M , this gives ĝ
(

∂
∂yi
, ∂
∂yj

)
= hij, as claimed. Since ĝ is tensorial and

bilinear, we have ĝ(X, Y ) is smooth for all smooth vector fields X, Y ∈ Γ(TE), which shows
that ĝ is a smooth Riemannian metric on E. �

Thus, we have constructed a smooth Riemannian metric ĝ on E. This metric has the
property that the complementary horizontal subspace of TϑE we have defined is the ĝ-perp
space of Vϑ.

Proposition 2.44 With respect to the metric g̃ on E, the orthogonal complement of Vϑ is
precisely Hϑ.

Proof. We previously saw that that Hϑ was an n-dimensional subspace of TϑE spanned by
vectors of the form

hk =
∂

∂xk

∣∣∣∣
ϑ

− ΓikjV
j ∂

∂yi

∣∣∣∣
ϑ

.

Furthermore, we found that the vertical vectors in Vϑ are spanned by vectors of the form
vl = ∂

∂yl

∣∣
ϑ
. Writing ϑ = (ϕ(p), V 1, . . . , V k) in local coordinates, we have

ĝ(hk, vl) = ĝ

(
∂

∂xk
− ΓikjV

j ∂

∂yi
,
∂

∂yl

)
= ĝ

(
∂

∂xk
,
∂

∂yl

)
− ΓikjV

j ĝ

(
∂

∂yi
,
∂

∂yl

)
= V aΓmkahml − ΓikjV

jhil = 0.

So Hϑ is a subspace of V
⊥ĝ
ϑ . But Hϑ and V

⊥ĝ
ϑ both have dimension n, so they are equal.

�
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3 Riemannian Immersions

Assume (M̃, g̃) (dimension n) and (M, g) (dimension k) are Riemannian manifolds with Levi-

Civita connections ∇̃ and ∇, respectively, and that i : M → M̃ is an injective immersion
with i∗g̃ = g. Then i is called a Riemannian immersion.

Fix p ∈ M . By Theorem 2.5 and Theorem 2.10, there is an open neighborhood U of
p ∈ M such that i|U is an embedding and i(U) as an embedded submanifold of M̃ . Since
we will only study local properties of Riemannian immersions, we are thus permitted to
assume that M is an embedded submanifold of M̃ . Now let ι : M → M̃ be the inclusion
map ι(p) = p. We have [ι∗]pTpM ⊆ TpM̃ , and since [ι∗]p is injective, we can identify TpM

with [ι∗]pTpM and thus consider TpM ⊆ TpM̃ for any p ∈ M . With this identification, we
first discuss local adapted frames.

Proposition 3.1 For every p ∈M , there exists a local orthonormal frame {E1, . . . , En} for

TM̃ in a neighborhood U ⊆ M̃ of p such that for every q ∈ M ∩ U , {E1|q, . . . , Ek|q} is a
basis for TqM .

Proof. Since M is locally an embedded submanifold of M̃ , let (x1, . . . , xn) be slice coor-

dinates for M̃ on a neighborhood U ⊆ M̃ . Then {∂1, . . . , ∂n} is a local frame for TM ,
and for each q ∈ M ∩ U , {∂1|q, . . . , ∂k|q} is a basis for TqM . Performing Gram-Schmidt
on this local frame gives a smooth local orthonormal frame {E1, . . . , En} on U such that
span {E1|q, . . . , Ek|q} = span {∂1|q, . . . , ∂k|q} = TqM for each q ∈M ∩ U . �

Fix p ∈ M , and define NpM = (TpM)⊥. Then TpM̃ = TpM ⊕ NpM . This allows us to

decompose, over the points of M , the tangent bundle to M̃ into the part tangent to M and
the part normal to M .

Example 3.2 Consider again the immersion in Example 2.2e. We claim that the vectors

e1 = (− sin θ, cos θ, 0, 0),

e2 = (0, 0,− sinϕ, cosϕ)

form an orthonormal basis of the tangent space, and the vectors

n1 =
1√
2

(cos θ, sin θ, cosϕ, sinϕ),

n2 =
1√
2

(− cos θ,− sin θ, cosϕ, sinϕ)

form an orthonormal basis of the normal space. From the matrix computation for [x∗]p
in Example 2.2e, it is clear that e1 = [x∗](θ,ϕ)∂θ and e2 = [x∗](θ,ϕ)∂ϕ, so e1 and e2 are in
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the tangent space. It remains to show that {e1, e2, n1, n2} is an orthonormal set of vectors.
Indeed, we have

〈e1, e1〉 = sin2 θ + cos2 θ = 1,

〈e1, e2〉 = 0,

〈e1, n1〉 =
1√
2

(− sin θ cos θ + cos θ sin θ) = 0,

〈e1, n2〉 =
1√
2

(− sinϕ cosϕ+ cosϕ sinϕ) = 0,

〈e2, e2〉 = sin2 ϕ+ cos2 ϕ = 1,

〈e2, n1〉 =
1√
2

(− sinϕ cosϕ+ cosϕ sinϕ) = 0,

〈e2, n2〉 =
1√
2

(− sinϕ cosϕ+ cosϕ sinϕ) = 0,

〈n1, n1〉 =
1

2

(
cos2 θ + sin2 θ + cos2 ϕ+ sin2 ϕ

)
= 1,

〈n1, n2〉 =
1

2

(
− cos2 θ − sin2 θ + cos2 ϕ+ sin2 ϕ

)
=

1

2
(−1 + 1) = 0,

〈n2, n2〉 =
1

2

(
cos2 θ + sin2 θ + cos2 ϕ+ sin2 ϕ

)
= 1,

which completes the proof. //

While we are able to decompose TpM̃ at each p ∈M , we would like to see if such a decom-
position can be done in a smoothly varying way. Define NM =

⊔
p∈M NpM . To give NM

the structure of a vector bundle we use a construction lemma from [3].

Lemma 3.3 (From [3, Lemma 10.6]) Suppose that for each p ∈M we are given a real vector
space Ep of some fixed dimension k. Let E =

⊔
p∈M Ep, and let π : E →M be the map that

takes each element of Ep to p. Suppose furthermore that we are given the following data:

a. an open cover {Uα}α∈A of M ,

b. for each α ∈ A, a bijective map Φα : π−1(Uα)→ Uα × Rk whose restriction to each Ep is
a vector space isomorphism from Ep to {p} × Rk ∼= Rk,

c. for each α, β ∈ A with Uα ∩ Uβ 6= ∅, a smooth map ταβ : Uα ∩ Uβ → GL(k,R) such that

Φα ◦ Φ−1
β (p, v) = (p, ταβ(p)v).
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Then E has a unique topology and smooth structure making it into a smooth manifold and
a smooth rank k vector bundle over M with π as projection and {(Uα,Φα)} as smooth local
trivializations.

We now apply the construction lemma to the restriction TM̃ |M of TM̃ to M .

Proposition 3.4 TM̃ |M and NM can be given vector bundle structures such that TM̃ |M =
TM ⊕NM .

Proof. Let {Uα} be an open cover of M such that there is an adapted orthonormal frame

{Eα,1, . . . , Eα,n} of TM̃ in an M̃ -open neighborhood Ũα ⊇ Uα. If Ũα ∩ Ũβ 6= ∅, write
Eα,i = (Aαβ)jiEβ,j. By construction of adapted orthonormal frames, we have

(Aαβ)|M =

(
Bαβ 0

0 Cαβ

)
where Bαβ, Cαβ are matrices of smooth functions on Uα∩Uβ of sizes k×k and (n−k)×(n−k)
respectively.

Let π : TM̃ →M be the natural projection. For NM , define bijective functions Φα : NM ∩
π−1(Uα)→ Uα × Rn−k to be

Φα

(
n∑

i=k+1

aiEα,i(p)

)
= (p, (ak+1, . . . , an)T ).

Then

(Φβ ◦ Φ−1
α )(p, (ak+1, . . . , an)T ) = Φβ

(
n∑

i=k+1

aiEα,i(p)

)
= Φβ

(
n∑

i,j=k+1

((Aαβ(p))jiai)Eβ,j(p)

)
= (p, CT

αβ(p)(ak+1, . . . , an)T ).

By the previous lemma, NM is a vector bundle such that π|NM is the projection and
{(Φα, Uα)} are local trivializations.

Similarly, Ψα : TM ∩ π−1(Uα)→ Uα × Rk given by Ψα

(∑k
i=1 aiEα,i(p)

)
= (p, (a1, . . . , ak)

T )

are local trivializations for TM , with transition matrices BT
αβ.

Finally, TM̃ already has the structure of a vector bundle, and TM̃ has local trivializations
Θα : π−1(Ũα)→ Ũα × Rn given by

Θα

(
n∑
i=1

aiEα,i(p)

)
= (p, (a1, . . . , ak)

T ).
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A similar calculation as done with NM shows that the smooth transition matrices are ATαβ.

Replacing each Ũα with Uα in the definition of the trivialization maps and transition matri-
ces and then applying the previous lemma, we see that TM̃ |M is a vector bundle. Moreover,

the transition matrices for TM̃ |M are the ATαβ|M = BT
αβ ⊕ CT

αβ, which exactly says that

TM̃ |M = TM ⊕NM . �

We can now define the tangential and normal projections.

Definition 3.5 Define the natural projections π

⊥

: TM̃ |M → TM , π⊥ : TM̃ |M → NM to
be the unique functions satisfying

π

⊥

(a1E1 + · · ·+ anEn) = a1E1 + · · ·+ akEk,

π⊥(a1E1 + · · ·+ anEn) = ak+1Ek+1 + · · ·+ anEn

for any adapted local orthonormal frame {E1, . . . , En} and smooth functions ai ∈ C∞(M)

Proposition 3.6 π

⊥

and π⊥ are smooth maps.

Proof. We show that π

⊥

is smooth. The argument for π⊥ is similar. Let p ∈ M , and
fix a chart ϕα : Vα → M such that Vα ⊆ Uα where Uα is as in Proposition 3.4. Then
θα = (ϕα × Id) ◦ Θα|π−1(Vα) is a local chart for TM̃ |M , and ψα = (ϕα × Id) ◦ Ψα|π−1(Vα)

is a local chart for TM , and in these coordinates π

⊥

is the map (x1, . . . , xk, y1, . . . , yn) 7→
(x1, . . . , xk, y1, . . . , yk), which is clearly smooth. �

By their definition, π

⊥

and π⊥ clearly induce C∞(M)-linear maps π

⊥

: Γ(TM̃ |M)→ Γ(TM)

and π⊥ : Γ(TM̃ |M)→ Γ(NM). This means that any smooth vector field X ∈ Γ(TM̃ |M) can
be decomposed as

X = X

⊥

+X⊥

where X

⊥

∈ Γ(TM) is a tangent vector field over M and X⊥ ∈ Γ(NM) is a normal vector
field over M . Using this decomposition, we can define the second fundamental form. First
we prove a lemma.

Lemma 3.7 Suppose X, Y ∈ Γ(TM̃ |M). Let X̃1, X̃2 be extensions of X and let Ỹ1, Ỹ2 be

extensions of Y to an M̃-open subset of M (this is possible by Theorem 2.11). Then for all
p ∈M ,

(∇̃X̃1
Ỹ1)(p) = (∇̃X̃2

Ỹ2)(p)

Proof. By Proposition 2.16, (∇̃X̃i
Ỹi)(p) depends only on (X̃i)p = (Xi)p and the values of Ỹi

along the image of any curve γ : I →M such that γ′(0) = Xp. But Ỹi = Y along the image
of any such curve. �
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The previous lemma shows that for X, Y ∈ Γ(TM̃ |M), we can define

∇̃XY = (∇̃X̃ Ỹ )|M ∈ Γ(TM̃ |M),

where X̃, Ỹ are any extensions of X and Y . Using this fact, we are able to define the second
fundamental form.

Definition 3.8 (Second Fundamental Form)
The Second Fundamental Form is the map B : Γ(TM) × Γ(TM) → Γ(NM) given by

B(X, Y ) = (∇̃XY )⊥.

Although not immediately obvious, we will see that the second fundamental form is sym-
metric and depends on its arguments pointwise. To prove this, we need a lemma.

Lemma 3.9 Suppose X, Y are vector fields on M̃ such that Xp, Yp ∈ TpM for all p ∈ M .
Then [X, Y ]p ∈ TpM for all p ∈M .

Proof. Making explicit our identification of TpM with [ι∗]pTpM , there are U, V ∈ Γ(TM)
such that [ι∗]pUp = Xp and [ι∗]pVp = Yp. But then [ι∗]p[U, V ]p = [X, Y ]p, which says that
[X, Y ]p ∈ [ι∗]pTpM for each p ∈M . Thus, [X, Y ] is tangent to M at each point p ∈M . �

Proposition 3.10 B is a smooth section of T ∗M ⊗ T ∗M ⊗NM and is symmetric.

Proof. For X, Y ∈ Γ(TM), B(X, Y ) = (∇̃XY )⊥ depends pointwise on X, so it suffices to
show that B is symmetric. Indeed,

B(X, Y )−B(Y,X) = (∇XY −∇YX)⊥ = [X, Y ]⊥ = 0,

where the last equality follows from the previous lemma. �

Before looking at the geometric interpretation of the second fundamental form, we see that
it relates the Levi-Civita connection on M to the Levi-Civita connection on M̃ .

Proposition 3.11 Let X, Y ∈ Γ(TM). Then

∇̃XY = ∇XY +B(X, Y ).

Proof. We must show that (∇̃XY )

⊥

is the Levi-Civita connection on M . It is easy to see

that (∇̃XY )

⊥

is R-linear in X and Y .
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Let f ∈ C∞(M). Suppose the chosen extensions for X and Y are X̃ and Ỹ , respectively.

Without loss of generality, we may assume that the extensions for fX and fY are f̃ X̃ and
f̃ Ỹ , where f̃ extends f . Then

(∇̃fXY )

⊥

= ((∇̃f̃ X̃ Ỹ )|M)

⊥

= (f̃ |M(∇̃X̃ Ỹ )|M)

⊥

= f(∇̃XY )

⊥

.

Since X is a vector field tangent to M at all p ∈ M , (X̃f̃)|M depends only on the values of

X̃ and f̃ on M . That is, (X̃f̃)(p) = (Xf)(p) for all p ∈M . Thus, we have

(∇̃X(fY ))

⊥

= ((∇̃X̃(f̃ Ỹ ))|M)

⊥

= (((X̃f̃)Ỹ + f̃∇̃X̃ Ỹ )|M)

⊥

= (Xf)Y + f(∇̃XY )

⊥

.

Therefore, this defines a connection. Fix X, Y, Z ∈ Γ(TM). Using the fact that ∇̃ is metric
compatible and all the vector fields are tangent to M , we have

X〈Y, Z〉 = 〈∇̃XY, Z〉+ 〈Y, ∇̃XZ〉
= 〈(∇̃XY )

⊥

, Z〉+ 〈Y, (∇̃XZ)

⊥

〉,

so the connection is metric compatible. Finally, Lemma 3.9 gives

(∇̃XY )

⊥

− (∇̃YX)

⊥

= (∇̃XY − ∇̃YX)

⊥

= [X, Y ]

⊥

= [X, Y ],

so the connection is torsion free. �

A similar formula can be given for vector fields along curves.

Proposition 3.12 Let γ : I → M be a smooth curve and V a vector field on M along γ.
Then

D̃tV = DtV +B(γ′, V ).

Proof. Let {E1, . . . , En} be a local adapted orthonormal frame, so {E1, . . . , Ek} is a local
orthonormal frame for TM . Thus, we can write

Vt = V j(t)Ej(t),

where j sums from 1 to k, and the Ej are viewed as vector fields over γ (as functions of t) as
well as vector fields on M . Using the fact that the Ej as vector fields over γ are extendible,
we have

D̃tV = (V j)′Ej + V jD̃tEj = (V j)′Ej + V j∇̃γ′Ej.

A similar result holds for DtV . Thus,

(D̃tV −DtV )(t) = V j(t)(∇̃γ′(t)Ej −∇γ′(t)Ej) = V j(t)B(γ′(t), Ej(t)) = B(γ′(t), V (t)).
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We are now able to see the geometric interpretation of the second fundamental form. Fix
Xp ∈ TpM , and let γ : I → M be the M -geodesic with initial data Xp. Intuitively, γ is a

“straight” curve in M . By Proposition 3.12, we see that D̃tγ
′ = B(γ′, γ′). In particular, we

have
(D̃tγ

′)(0) = B(γ′(0), γ′(0)) = B(Xp, Xp).

Thus, B measures the failure of “straight lines” in M to be “straight lines” in the ambient
manifold M̃ . This means that B in some sense captures the curvature of M as “seen from”
the perspective of the ambient manifold.

These considerations motivate us to consider the case where geodesics in M are geodesics in
M̃ .

Definition 3.13 M is called totally geodesic if every M-geodesic is an M̃-geodesic.

Proposition 3.14 The following are equivalent:

a. M is totally geodesic,

b. If Xp ∈ TpM , then the M̃-geodesic γ with initial data γ′(0) = Xp stays in M on some
neighborhood (−ε, ε).

c. B = 0.

Proof. We prove a =⇒ b, b =⇒ c, and c =⇒ a. First, suppose M is totally geodesic, and
let Xp ∈ TpM . Let γXp : I → M be the M -geodesic with initial data Xp. By assumption,

γXp coincides with the M̃ -geodesic with initial data Xp on its domain I. By uniqueness of

geodesics in M̃ , the M̃ -geodesic with initial data Xp lies in M for all t ∈ I.

Now suppose b holds. We want to show B = 0. Fix any Xp ∈ TpM , and let γXp be

the M̃ -geodesic with initial data Xp. By restricting the domain of γXp to a sufficiently small
neighborhood (−ε, ε), we may assume that γXp lies in M . Applying Proposition 3.12 at

t = 0 with V = γ′, we obtain 0 = (D̃tγ
′)(0) = (Dtγ

′)(0) + B(Xp, Xp). Since (Dtγ
′)(0) and

B(Xp, Xp) are orthogonal, this implies B(Xp, Xp) = 0. Since Xp ∈ TpM and p ∈ M were
arbitrary, B(v, v) = 0 for all v ∈ TM . Since B is symmetric, this implies B = 0.

Finally, c =⇒ a is immediate from Proposition 3.12 with V = γ′. �

We will see that given a product manifold M1×M2, any submanifold of the form M1×{q} is
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totally geodesic. To do this, we need to determine the Levi-Civita connection for M1×M2 in
terms of the Levi-Civita connections of M1 and M2, which requires a fairly lengthy lemma.

Lemma 3.15 Let M1 and M2 be Riemannian manifolds, and consider the product M1 ×
M2, with the product metric. Let ∇1 be the Riemannian connection of M1 and let ∇2 be
the Riemannian connection of M2. The Levi-Civita connection of M1 ×M2 is the unique
connection satisfying

∇X1+X2(Y1 + Y2) = ∇1
X1
Y1 +∇2

X2
Y2 (6)

whenever X1, Y1 ∈ Γ(TM1) and X2, Y2 ∈ Γ(M2).

Proof. We first show that there is at most one connection on M1 ×M2 satisfying (6). Let
(p, q) ∈M1×M2, let (x1, . . . , xk) be local coordinates on M1 about p and let (y1, . . . , yn) be
local coordinates on M2 about q, so (x1, . . . , xk, y1, . . . , yn) are local coordinates for M1×M2

about (p, q). Fix X, Y ∈ Γ(T (M1 ×M2)). Locally, we can write

X = ai
∂

∂xi
+ bj

∂

∂yj
, (7)

Y = ck
∂

∂xk
+ dr

∂

∂yr
. (8)

Thus, if ∇ is some connection on M1 ×M2 satisfying (6), we can use the product rule to
decompose and then apply (6).

∇XY = ai∇ ∂

∂xi
Y + bj∇ ∂

∂yj
Y

= ai
(
∂ck

∂xi
∂

∂xk
+ ck∇ ∂

∂xi

∂

∂xk
+
∂dr

∂xi
∂

∂yr
+ dr∇ ∂

∂xi

∂

∂yr

)
+ bj

(
∂ck

∂yj
∂

∂xk
+ ck∇ ∂

∂yj

∂

∂xk
+
∂dr

∂yj
∂

∂yr
+ dr∇ ∂

∂yj

∂

∂yr

)
=

(
ai
∂ck

∂xi
+ bj

∂ck

∂yj

)
∂

∂xk
+

(
ai
∂dr

∂xi
+ bj

∂dr

∂yj

)
∂

∂yr
+ aick∇1

∂

∂xi

∂

∂xk
+ bjdr∇2

∂

∂yj

∂

∂yr

=

(
ai
∂cl

∂xi
+ bj

∂cl

∂yj
+ aickΓlik

)
∂

∂xl
+

(
ai
∂ds

∂xi
+ bj

∂ds

∂yj
+ bjdrΩs

jr

)
∂

∂ys
, (9)

where Γlik and Ωs
jr are the Christoffel symbols of ∇1,∇2, respectively. Thus, (9) shows that

any connection satisfying (6) must satisfy (9), and thus there is at most one connection
satisfying (7).

We want to define ∇ using (9). However, we must ensure that such a definition is indepen-
dent of the choice of coordinates. Thus, with our fixed coordinates (x1, . . . , xk, y1, . . . , yn),
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let us define the the local operator

A(X, Y ) =

(
ai
∂cl

∂xi
+ bj

∂cl

∂yj
+ aickΓlik

)
∂

∂xl
+

(
ai
∂ds

∂xi
+ bj

∂ds

∂yj
+ bjdrΩs

jr

)
∂

∂ys
,

whenever the smooth local vector fields X, Y are given by (7) and (8). Clearly A(X, Y ) is
smooth on its domain of definition since the coefficient functions are all smooth. Moreover,
suppose f is a smooth function on M1 ×M2, and X and Y are given by (7) and (8). Then

A(fX, Y ) =

(
(fai)

∂cl

∂xi
+ (fbj)

∂cl

∂yj
+ (fai)ckΓlik

)
∂

∂xl

+

(
(fai)

∂ds

∂xi
+ (fbj)

∂ds

∂yj
+ (fbj)drΩs

jr

)
∂

∂ys

= f

[(
ai
∂cl

∂xi
+ bj

∂cl

∂yj
+ aickΓlik

)
∂

∂xl
+

(
ai
∂ds

∂xi
+ bj

∂ds

∂yj
+ bjdrΩs

jr

)
∂

∂ys

]
= fA(X, Y )

It is also easy to see from the definition of A that if Z is another such local vector field, then
A(X+Z, Y ) = A(X, Y )+A(Z, Y ) and A(X, Y +Z) = A(X, Y )+A(X,Z). Finally, we must
verify the product rule for A. If X and Y are given by (7) and (8), then

A(X, fY ) =

(
ai
∂(fcl)

∂xi
+ bj

∂(fcl)

∂yj
+ aifckΓlik

)
∂

∂xl
+

(
ai
∂(fds)

∂xi
+ bj

∂(fds)

∂yj
+ bjfdrΩs

jr

)
∂

∂ys

=

(
aicl

∂f

∂xi
+ bjcl

∂f

∂yj

)
∂

∂xl
+ f

(
ai
∂cl

∂xi
+ bj

∂cl

∂yj
+ aickΓlik

)
∂

∂xl

+

(
aids

∂f

∂xi
+ bjds

∂f

∂yj

)
∂

∂ys
+ f

(
ai
∂ds

∂xi
+ bj

∂ds

∂yj
+ bjdrΩs

jr

)
∂

∂ys

=

[(
ai

∂

∂xi
+ bj

∂

∂yj

)
f

](
cl
∂

∂xl

)
+

[(
ai

∂

∂xi
+ bj

∂

∂yj

)
f

](
ds

∂

∂ys

)
+ fA(X, Y )

=

[(
ai

∂

∂xi
+ bj

∂

∂yj

)
f

](
cl
∂

∂xl
+ ds

∂

∂ys

)
+ fA(X, Y )

= (Xf)Y + fA(X, Y ).

Thus, A is a local connection on M1 ×M2. Now suppose that (x̂1, . . . , x̂k, ŷ1, . . . , ŷn) are
other local coordinates on M1 ×M2, and furthermore suppose that the chart domains of
(x1, . . . , xk, y1, . . . , yn) and (x̂1, . . . , x̂k, ŷ1, . . . , ŷn) overlap. We define a local connection Â
as we did for A, but in the new coordinate system. That is, if X, Y are local smooth vector
fields of the form

X = âi
∂

∂x̂i
+ b̂j

∂

∂ŷj
,
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Y = ĉk
∂

∂x̂k
+ d̂r

∂

∂ŷr
,

then Â(X, Y ) is defined as

Â(X, Y ) =

(
âi
∂ĉl

∂x̂i
+ b̂j

∂ĉl

∂ŷj
+ âiĉkΓ̂lik

)
∂

∂x̂l
+

(
âi
∂d̂s

∂x̂i
+ b̂j

∂d̂s

∂ŷj
+ b̂j d̂rΩ̂s

jr

)
∂

∂ŷs
.

We must show that A and Â agree on the intersection of their domain. Since both are
tensorial in the first factor and satisfy the product rule, it suffices to show that

A

(
∂

∂xi
,
∂

∂yr

)
= Â

(
∂

∂xi
,
∂

∂yr

)
(10)

A

(
∂

∂xi
,
∂

∂xk

)
= Â

(
∂

∂xi
,
∂

∂xk

)
(11)

A

(
∂

∂yj
,
∂

∂yr

)
= Â

(
∂

∂yi
,
∂

∂yr

)
(12)

We show (10) and (11), as (12) is similar to (11). For (10), note that bj = ck = 0 for all j
and r, and ds is constant, so from the definition of A, we have

A

(
∂

∂xi
,
∂

∂yr

)
= 0.

Similarly,

Â

(
∂

∂x̂i
,
∂

∂ŷr

)
= 0.

But then we have

Â

(
∂

∂xi
,
∂

∂yr

)
= Â

(
∂x̂t

∂xi
∂

∂x̂t
,
∂ŷu

∂yr
∂

∂ŷu

)
=
∂x̂t

∂xi
Â

(
∂

∂x̂t
,
∂ŷu

∂yr
∂

∂ŷu

)
=
∂x̂t

∂xi

(
∂2ŷu

∂x̂t∂yr
∂

∂ŷu
+
∂ŷu

∂yr
Â

(
∂

∂x̂t
,
∂

∂ŷu

))
=
∂x̂t

∂xi

(
0 · ∂

∂ŷu
+
∂ŷu

∂yr
· 0
)

= 0.

This proves (10). We now prove (11). First, note that from the definition of A, we have

A

(
∂

∂xi
,
∂

∂xk

)
= Γlik

∂

∂xl
.
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Similarly,

Â

(
∂

∂x̂i
,
∂

∂x̂k

)
= Γ̂lik

∂

∂x̂l
. (13)

Performing a computation similar to as with Â
(

∂
∂xi
, ∂
∂yr

)
and substituting (13), we have

Â

(
∂

∂xi
,
∂

∂xk

)
= Â

(
∂x̂t

∂xi
∂

∂x̂t
,
∂x̂u

∂xk
∂

∂x̂u

)
=
∂x̂t

∂xi

(
∂2x̂u

∂x̂t∂xk
∂

∂x̂u
+
∂x̂u

∂xk
Â

(
∂

∂x̂t
,
∂

∂x̂u

))
=
∂x̂t

∂xi

(
∂2x̂u

∂x̂t∂xk
∂

∂x̂u
+
∂x̂u

∂xk
Γ̂ltu

∂

∂x̂l

)
=
∂x̂t

∂xi

(
∂2x̂u

∂x̂t∂xk
∂xv

∂x̂u
∂

∂xv
+
∂x̂u

∂xk
Γ̂ltu

∂xv

∂x̂l
∂

∂xv

)
=

(
∂2x̂u

∂xi∂xk
∂xv

∂x̂u
+
∂x̂t

∂xi
∂x̂u

∂xk
∂xv

∂x̂l
Γ̂ltu

)
∂

∂xv

= Γvik
∂

∂xv
,

where the last equality follows from the Christoffel symbol transformation rule. This proves
(11). Thus, for any point (p, q) ∈ M1 ×M2, we can define (∇XY )(p, q) in any local coordi-
nates about (p, q) by (9), and our previous work shows that ∇ is a well defined connection
on M1 ×M2.

We now verify that ∇ is metric compatible. Recall that the product metric is defined
by

g(p,q)((v1, v2), (w1, w2)) = g1
p(v1, w1) + g2

q (v2, w2),

for all v1, w1 ∈ TpM1 and v2, w2 ∈ TqM2. For simplicity, we denote all metrics by 〈.〉. To
show that ∇ is metric compatible, we must show that for all X, Y, Z ∈ Γ(T (M1 ×M2))

X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉.

In local coordinates, we can write

Y = Y1 + Y2 = ai
∂

∂xi
+ bj

∂

∂yj
,

Z = Z1 + Z2 = ck
∂

∂xk
+ dl

∂

∂yl
.

Now using the definition of the metric on M1 ×M2, we compute

X〈Y, Z〉 = X

〈
ai

∂

∂xi
+ bj

∂

∂yj
, ck

∂

∂xk
+ dl

∂

∂yl

〉
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= X

(
aick

〈
∂

∂xi
,
∂

∂xk

〉
+ bjdl

〈
∂

∂yj
,
∂

∂yl

〉)
(14)

Computing the first term gives

X

(
aick

〈
∂

∂xi
,
∂

∂xk

〉)
=

〈
(Xai)

∂

∂xi
, ck

∂

∂xk

〉
+

〈
ai

∂

∂xi
, (Xck)

∂

∂xk

〉
+ aickX

〈
∂

∂xi
,
∂

∂xk

〉
=

〈
(Xai)

∂

∂xi
, ck

∂

∂xk

〉
+

〈
ai

∂

∂xi
, (Xck)

∂

∂xk

〉
+

〈
ai∇X

∂

∂xi
, ck

∂

∂xk

〉
+

〈
ai

∂

∂xi
, ck∇X

∂

∂xk

〉
=

〈
∇Xa

i ∂

∂xi
, ck

∂

∂xk

〉
+

〈
ai

∂

∂xi
,∇Xc

k ∂

∂xk

〉
= 〈∇XY1, Z1〉+ 〈Y1,∇XZ1〉. (15)

Similarly,

X

(
bjdl
〈

∂

∂yj
,
∂

∂yl

〉)
= 〈∇XY2, Z2〉+ 〈Y2,∇XZ2〉. (16)

Combining (14), (15), and (16), we obtain the required result. Finally, we show that ∇ is
torsion free. Since the torsion is tensorial, it suffices to prove the result for coordinate vector
fields. Since the Lie bracket of a coordinate vector field vanishes, we have

T

(
∂

∂xi
,
∂

∂yj

)
= ∇ ∂

∂xi

∂

∂yj
−∇ ∂

∂yj

∂

∂xi

= 0− 0 = 0,

T

(
∂

∂xi
,
∂

∂xj

)
= ∇ ∂

∂xi

∂

∂xj
−∇ ∂

∂xj

∂

∂xi

= ∇1
∂

∂xi

∂

∂xj
−∇1

∂

∂xj

∂

∂xi
= 0,

T

(
∂

∂yi
,
∂

∂yj

)
= ∇ ∂

∂yi

∂

∂yj
−∇ ∂

∂yj

∂

∂yi

= ∇2
∂

∂yi

∂

∂yj
−∇2

∂

∂yj

∂

∂yi
= 0,

where we used that ∇ satisfies (6) and that ∇1 and ∇2 are torsion free. This shows that ∇
is the Levi-Civita connection. �
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Lemma 3.16 Suppose M1 and M2 are Riemannian manifolds. Let v ∈ T(p,q)(M1 ×M2), so
v = v1 + v2 where v1 ∈ TpM1 and v2 ∈ TqM2. Then the geodesic with initial data v is the
curve

τ = (γv1(t), γv2(t))

where γvi is the Mi geodesic with initial data vi.

Proof. Let γvi be the Mi-geodesic with initial data vi. Fix some time t0. In some neighbor-
hood of t0, γ′vi(t) can be extended to a local vector field Xi on Mi. In local coordinates, we
write

X1 = f i(x1, . . . , xk)
∂

∂xi

∣∣∣∣
(x1,...,xk)

,

X2 = gj(y1, . . . , yn)
∂

∂yj

∣∣∣∣
(y1,...,yn)

,

where (x1, . . . , xk) are M1-local coordinates about q and (y1, . . . , yn) are M2-local coordinates
about q. The vector field X1 can be extended to an open subset of (p, q) be defining

X1 = f i(x1, . . . , xk)
∂

∂xi

∣∣∣∣
(x1,...,xk,y1,...,yn)

,

X2 = gj(y1, . . . , yn)
∂

∂yj

∣∣∣∣
(x1,...,xk,y1,...,yn)

,

where the f i are independent of the (y1, . . . , yn) coordinates and the gj are independent of
the (x1, . . . , xn) coordinates. Let τ(t) = (γv1(t), γv2(t)). Using (7) and the fact that X1 is a
local vector field extension of γ1 and X2 is a local vector field extension of γ2, we have

(Dtτ)(t) = (∇X1+X2(X1+X2))(p, q) = (∇1
X1
X1)(p)+(∇2

X2
X2)(q) = (D1

t (γ
′
v1

)+D2
t (γ
′
v2

))(t) = 0

in an open neighborhood of t0. Since t0 was arbitrary, τ is a geodesic with initial data
τ ′(0) = γ′v1(0) + γ′v2(0) = v1 + v2 = v. �

Let us use this lemma to show that {p}×M2 is a totally geodesic submanifold of M1×M2.

Example 3.17 For every p ∈M1, the set

(M2)p = {(p, q) ∈M1 ×M2 : q ∈M2}

is a totally geodesic submanifold of M1 ×M2.

Proof. Let τ be a geodesic of {p} × M2 with initial data v ∈ T(p,q)({p} × M2) ∼= TqM2.
By Lemma 3.16, τ = (p, γv) where γv is the M2 geodesic with initial data v. Applying
Lemma 3.16 again, we see that τ is the geodesic in M1 ×M2 with initial data v ∈ TqM2 ⊂
T(p,q)(M1 ×M2). �
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Example 3.18 Consider a vector bundle π : E → M over a Riemannian manifold (M, g)
where E has a connection ∇E and fibre metric h, and let E be endowed with the induced
Riemannian metric ĝ from section 2.4. Then the zero section Z from Example 2.2g inherits
the metric g ◦ π from (E, ĝ) and Z is a totally geodesic submanifold of (E, ĝ).

Proof. We first show that gZ is essentially just g, which means i : Z → E is a Riemannian
immersion. Fix p ∈ M . Let (x1, . . . , xn) be a set of local coordinates for M about p such
that gij(p) = δij for 1 ≤ i, j ≤ n. Let {s1, . . . , sk} be an R-local frame for E such that
that hab(p) = δab for 1 ≤ a, b ≤ k. As usual, let (x1, . . . , xn, y1, . . . , yk) be the usual induced
local coordinates for E in terms of the local coordinates (x1, . . . , xn) for M and the frame
{s1, . . . , sk} for E.

Let ϑ ∈ Z be arbitrary. Then we have

gZij(ϑ) = ĝϑ

(
[ι∗]ϑ

∂

∂xi

∣∣∣∣
ϑ

, [ι∗]ϑ
∂

∂xj

∣∣∣∣
ϑ

)
= ĝϑ

(
∂

∂xi

∣∣∣∣
ϑ

,
∂

∂xj

∣∣∣∣
ϑ

)
= gij(π(ϑ)) + Γlia(π(ϑ))Γmjb(π(ϑ))ya

∣∣
ϑ
yb
∣∣
ϑ
hlm(p)

= gij(π(ϑ)),

where the last equality follows since each yi is zero at a point of the zero section. So gZ = g◦π.
Moreover, using Proposition 2.43 and the fact that the yj are zero at a point of Z, we have

ĝ

(
∂

∂xi

∣∣∣∣
ϑ

,
∂

∂xj

∣∣∣∣
ϑ

)
= gij(π(ϑ)),

ĝ

(
∂

∂xi

∣∣∣∣
ϑ

,
∂

∂yj

∣∣∣∣
ϑ

)
= 0,

ĝ

(
∂

∂yi

∣∣∣∣
ϑ

,
∂

∂yj

∣∣∣∣
ϑ

)
= hij(π(ϑ)).

Now write p in local coordinates as p = (a1, . . . , an) and define ϑ = (a1, . . . , an, 0, . . . , 0) ∈ Z.
In local coordinates, the inclusion map is given by ι(x1, . . . , xn) = (x1, . . . , xn, 0, . . . , 0). So
{ ∂
∂x1

∣∣
ϑ
, . . . , ∂

∂xn

∣∣
ϑ
} is a basis for TϑZ. By choice of local coordinates, we have ĝ

(
∂
∂xi

∣∣
ϑ
, ∂
∂xj

∣∣
ϑ

)
=

gij(p) = δij, ĝ
(

∂
∂xi

∣∣
ϑ
, ∂
∂yj

∣∣
ϑ

)
= 0, and ĝ

(
∂
∂yi

∣∣
ϑ
, ∂
∂yj

∣∣
ϑ

)
= hij(p) = δij. Thus, the set

{ ∂
∂y1

∣∣
ϑ
, . . . , ∂

∂yk

∣∣
ϑ
} is a basis for NϑZ. Let ∇ be the Levi-Civita connection on E and let

Ωl
ij be the Christoffel symbols for ∇. Then

B

(
∂

∂xi

∣∣∣∣
ϑ

,
∂

∂xj

∣∣∣∣
ϑ

)
=

(
∇ ∂

∂xi

∂

∂xj

)⊥
(ϑ)
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=

(
n∑
l=1

[
Ωl
ij

∂

∂xl

]
+

k∑
l=1

[
Ωn+l
ij

∂

∂yl

])⊥
(ϑ)

=
k∑
l=1

Ωn+l
ij (ϑ)

∂

∂yl

∣∣∣∣
ϑ

.

Now for any 1 ≤ l ≤ k, we compute Ωn+l
ij (ϑ) as

Ωn+l
ij =

1

2

n+k∑
m=1

ĝm(l+n)

(
∂ĝjm
∂xi

+
∂ĝim
∂xj

− ∂ĝij
∂xm

)
=

1

2

(
∂

∂xi

∣∣∣∣
ϑ

ĝ

(
∂

∂xj
,
∂

∂yl

)
+

∂

∂xj

∣∣∣∣
ϑ

ĝ

(
∂

∂xi
,
∂

∂yl

)
− ∂

∂yl

∣∣∣∣
ϑ

ĝ

(
∂

∂xi
,
∂

∂xj

))
=

1

2

(
∂

∂xi
(
Γmjay

ahml
)

+
∂

∂xj
(Γmiay

ahml)−
∂

∂yl
(
gij + ΓbiaΓ

d
jcy

aychbd
))

.

So every term in Ωn+l
ij contains a yi term for some i. Thus, Ωn+l

ij (ϑ) = 0, which implies

B
(
∂
∂xi

∣∣
ϑ
, ∂
∂xj

∣∣
ϑ

)
= 0. Since B is a tensor, B = 0. That is, Z is a totally geodesic submanifold

of E. �

We have seen that the second fundamental form is a measure of the “extrinsic curvature” of
M in M̃ . It is very reasonable, then, to expect the second fundamental form to relate the
Riemann curvature tensors of M̃ and M . This leads us to the Gauss Equation.

Theorem 3.19 (The Gauss Equation) Let R̃ be the curvature of M̃ and R the curvature of
M . Then for every X, Y, Z,W ∈ Γ(TM),

R̃(X, Y, Z,W ) = R(X, Y, Z,W )− 〈B(X,W ), B(Y, Z)〉+ 〈B(X,Z), B(Y,W )〉.

Proof. We first note that

〈∇̃XB(Y, Z),W 〉 = X(〈B(Y, Z),W 〉)− 〈B(Y, Z), ∇̃XW 〉
= X(0)− 〈B(Y, Z), (∇̃XW )⊥〉
= −〈B(Y, Z), B(X,W )〉. (17)

Similarly,
〈∇̃YB(X,Z),W 〉 = −〈B(Y,W ), B(X,Z)〉. (18)

From (17) and (18), we obtain

R̃(X, Y, Z,W ) = 〈∇̃X∇̃YZ − ∇̃Y ∇̃XZ − ∇̃[X,Y ]Z,W 〉
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= 〈∇̃X(∇YZ +B(Y, Z))− ∇̃Y (∇XZ +B(X,Z))− ∇̃[X,Y ]Z,W 〉
= 〈(∇̃X(∇YZ))

⊥

− (∇̃Y (∇XZ))

⊥

− (∇̃[X,Y ]Z)

⊥

,W 〉
+ 〈∇̃XB(Y, Z),W 〉 − 〈∇̃YB(X,Z),W 〉

= 〈∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z,W 〉
− 〈B(Y, Z), B(X,W )〉+ 〈B(Y,W ), B(X,Z)〉

= R(X, Y, Z,W )− 〈B(X,W ), B(Y, Z)〉+ 〈B(X,Z), B(Y,W )〉.

�

Corollary 3.20 Let s̃ec be the sectional curvature for M̃ and let sec be the sectional curva-
ture for M , and fix p ∈M . Then for all linearly independent Xp, Yp ∈ TpM , we have

s̃ec(Xp, Yp) = sec(Xp, Yp) +
|B(Xp, Yp)|2 − 〈B(Xp, Xp), B(Yp, Yp)〉

|Xp ∧ Yp|2
.

Remark 3.21 The previous corollary provides a geometric interpretation of the sectional
curvature. Let Ωp be a two-dimensional subspace of TpM̃ , and let V be a star-shaped, open

subset of TpM̃ such that the exponential map expp is a diffeomorphism. Since Ωp ∩ V is an

embedded 2-submanifold of TpM̃ , M = expp(Ωp∩V ) is an embedded 2-submanifold of M̃ . M
consists of small geodesics passing through p with initial data in Ωp. By construction, each

M̃ geodesic with initial data in TpM lies in M for a short time. Proposition 3.14 together
with Corollary 3.20 implies that

s̃ec(Ωp) = secM(p),

where secM(p) is the sectional curvature of M at p. Thus, the Ωp sectional curvature of a
manifold is the curvature at p of the embedded submanifold formed by geodesics passing
through p with initial data in Ωp. //

For any X, Y, Z ∈ Γ(TM), Theorem 3.19 allowed us to find the tangential components of

R̃(X, Y )Z in terms of R(X, Y )Z and the second fundamental form. We can also find the

normal components of R̃(X, Y )Z in terms of covariant derivatives of the second fundamental
form. To do this, we must first introduce the normal connection.

Definition 3.22 Define the normal connection ∇⊥ : Γ(TM)× Γ(NM)→ Γ(NM) by

∇⊥XN = (∇̃XN)⊥.

Proposition 3.23 The normal connection is a metric compatible connection on NM in the
sense that for X ∈ Γ(TM) and N,M ∈ Γ(NM) we have

X〈N,M〉 = 〈∇⊥XN,M〉+ 〈N,∇⊥XM〉.
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Proof. That ∇⊥ is a connection follows an identical format to the beginning of Proposi-
tion 3.11. To show metric compatibility, let X ∈ Γ(TM) and N,L ∈ Γ(NM). Using the

metric compatibility of ∇̃, we have

X〈N,L〉 = 〈∇̃XN,L〉+ 〈N, ∇̃XL〉
= 〈(∇̃XN)⊥, L〉+ 〈N, (∇̃XL)⊥〉
= 〈∇⊥XN,L〉+ 〈N,∇⊥XL〉.

�

Given that we now have connections on TM and NM , there is a naturally induced con-
nection on T ∗M ⊗ T ∗M ⊗ NM . Now B ∈ Γ(T ∗M ⊗ T ∗M ⊗ NM), and this connection
satisfies

(∇XB)(Y, Z) = ∇⊥X(B(Y, Z))−B(∇XY, Z)−B(Y,∇XZ)

for all X, Y, Z ∈ Γ(TM). This definition of ∇XB is clearly C∞(M)-linear in X and R-linear
in B. It is a simple calculation to show that this (∇XB)(Y, Z,N) is tensorial in each of its
three arguments and that ∇XB satisfies the product rule.

Theorem 3.24 (The Codazzi Equation)
Let X, Y, Z ∈ Γ(TM). Then

(R̃(X, Y )Z)⊥ = (∇XB)(Y, Z)− (∇YB)(X,Z).

Proof. Since the equation to prove is tensorial in X, Y and Z, we may assume [X, Y ] = 0.
Now calculating, we have

(R̃(X, Y )Z)⊥ = (∇̃X∇̃YZ − ∇̃Y ∇̃XZ)⊥

= (∇̃X(∇YZ +B(Y, Z))− ∇̃Y (∇XZ +B(X,Z)))⊥

= (∇̃X(∇YZ))⊥ +∇⊥X(B(Y, Z))− (∇̃Y (∇XZ))⊥ −∇⊥Y (B(X,Z))

= B(X,∇YZ) +∇⊥X(B(Y, Z))−B(Y,∇XZ)−∇⊥Y (B(X,Z))

Rearranging terms, we have

(R̃(X, Y )Z)⊥ =
(
∇⊥X(B(Y, Z))−B(Y,∇XZ)

)
−
(
∇⊥Y (B(X,Z))−B(X,∇YZ)

)
= (∇XB)(Y, Z) +B(∇XY, Z)− (∇YB)(X,Z)−B(∇YX,Z)

= (∇XB)(Y, Z)− (∇YB)(X,Z)−B([X, Y ], Z)

= (∇XB)(Y, Z)− (∇YB)(X,Z)

where the second to last equality used the fact that [X, Y ] = 0. �

When M̃ has constant sectional curvature (in particular, when M̃ = Rn+1), the Codazzi
equation takes a simpler form.
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Corollary 3.25 Suppose M̃ has constant sectional curvature C. Then

(∇XB)(Y, Z) = (∇YB)(X,Z).

Proof. By Proposition 2.32, for any normal vector field N ∈ Γ(NM), we have

R̃(X, Y, Z,N) = C · (g(X,N)g(Y, Z)− g(X,Z)g(Y,N))

= C · (0 · g(Y, Z)− g(X,Z) · 0)

= 0,

so (R̃(X, Y )Z)⊥ = 0. The result now follows immediately from Theorem 3.24. �

So far, we have investigated the relationship between the intrinsic and extrinsic curvature of
TM . However, similar questions may be asked about the curvature of NM . To make this
precise, we define the “normal curvature” of NM in terms of the normal connection.

Definition 3.26 Define the normal curvature of NM to be the map R⊥ : Γ(TM)×Γ(TM)×
Γ(NM)→ Γ(NM) given by

R⊥(X, Y )N = ∇⊥X∇⊥YN −∇⊥Y∇⊥XN −∇⊥[X,Y ]N.

Similar to the standard curvature tensor, one can easily verify that R⊥ is tensorial in each
of its arguments. Thus, R⊥ ∈ Γ(T ∗M ⊗ T ∗M ⊗N∗M ⊗NM).

When X, Y, Z ∈ Γ(TM) and N ∈ Γ(NM), we found that the second fundamental form, de-

fined by B(X, Y ) = (∇̃XY )⊥, related R(X, Y )Z to R̃(X, Y )Z. Reversing the tangential and

normal roles in the second fundamental form, one may expect the map (X,N) 7→ (∇̃XN)

⊥

to relate R⊥(X, Y )N to R̃(X, Y )N . We first fix N ∈ Γ(NM) and consider the map

X 7→ (∇̃NX)

⊥

. The reason for fixing N will be come clearer when we consider the hy-
persurface case.

Definition 3.27 Fix N ∈ Γ(NM) and define the shape operator determined by N to be the
map SN : Γ(TM)→ Γ(TM) defined by

SN(X) = −(∇̃XN)

⊥

.

SN is clearly tensorial, and so SN ∈ Γ(T ∗M ⊗TM). There is a natural relationship between
the shape operator and the second fundamental form.

Proposition 3.28 Let X, Y ∈ Γ(TM) and N ∈ Γ(NM). Then

〈SN(X), Y 〉 = 〈B(X, Y ), N〉.
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Proof. Indeed, we have

〈−(∇̃XN)

⊥

, Y 〉 = −〈∇̃XN, Y 〉
= 〈N, ∇̃XY 〉 −X〈N, Y 〉
= 〈N, (∇̃XY )⊥〉 −X(0)

= 〈B(X, Y ), N〉.

�

Since B is symmetric, SN is self-adjoint. This fact allows us to prove the relation between
the intrinsic and extrinsic normal curvature of NM .

Theorem 3.29 (The Ricci Equation) Let X, Y ∈ Γ(TM) and L,N ∈ Γ(NM). Then

〈R̃(X, Y )L,N〉 = 〈R⊥(X, Y )L,N〉 − 〈[SL, SN ]X, Y 〉

where [SL, SN ] = SL ◦ SN − SN ◦ SL.

Proof. This is simply a calculation. Since the statement is tensorial in X and Y , we may
assume [X, Y ] = 0. Indeed, we have

〈R̃(X, Y )L,N〉 = 〈∇̃X∇̃YL− ∇̃Y ∇̃XL,N〉
= 〈(∇̃X(∇⊥YL− SLY )− ∇̃Y (∇⊥XL− SLX))⊥, N〉
= 〈∇⊥X∇⊥YL−∇⊥Y∇⊥XL,N〉+ 〈(∇̃Y SLX)⊥, N〉 − 〈(∇̃XSLY )⊥, N〉
= 〈R⊥(X, Y )L,N〉+ 〈B(Y, SLX), N〉 − 〈B(X,SLY ), N〉
= 〈R⊥(X, Y )L,N〉+ 〈SN(SLX), Y 〉 − 〈SN(SLY ), X〉
= 〈R⊥(X, Y )L,N〉+ 〈SN(SLX), Y 〉 − 〈SL(SNX), Y 〉
= 〈R⊥(X, Y )L,N〉 − 〈[SL, SN ]X, Y 〉,

where the second to last equality used that SN and SL are self-adjoint. �

3.1 Hypersurfaces

We now suppose that M is an n-dimensional hypersurface in M̃n+1. In this case, NM is a
rank-one vector bundle, so if N,L ∈ Γ(NM) are any nonvanishing normal vector fields, then
SN = fSM for some nonvanishing f ∈ C∞(M). Thus, to understand all the shape operators
on M , it suffices to study SN where N is a unit normal vector field. Such a vector field does
not always exist globally. However, using an adapted orthonormal frame {E1, . . . , En+1}
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it is easy to see that locally such a unit normal vector field exists and must be equal to
±En+1. Throughout this subsection, we suppose that we are restricting ourselves to a suffi-
ciently small open neighborhood of M such that there is a smooth unit normal vector field N .

In the case of a hypersurface with a smooth unit normal vector field, we are able to simplify
our expressions for the second fundamental form and the shape operator.

Definition 3.30 Suppose N is the local unit normal vector field for M . Then we define the
scalar second fundamental form h : Γ(TM)× Γ(TM)→ C∞(M) by

h(X, Y ) = 〈B(X, Y ), N〉,

so B(X, Y ) = h(X, Y )N , and h is well defined up to choice of sign.

Remark 3.31 Given a smooth unit normal vector field N , we denote by S the shape oper-
ator determined by N , which is also well defined up to a sign.

3.1.1 Gauss Formula, Gauss Equation, and Ricci Equation for Hypersurfaces

One can write the Gauss formula in terms of the scalar second fundamental form as

∇̃XY = ∇XY + h(X, Y )N.

Similarly, the Gauss formula over a curve becomes

D̃tV = DtV + h(γ′, V )N.

Using the Kulkarni-Nomizu product and exterior covariant derivative, one can also write
the Gauss equation and Codazzi equation in terms of h. For more details, see [3]. Moreover,

the normal component of ∇̃XN vanishes when M is a hypersurface. This leads to a simpler
expression for the shape operator.

Proposition 3.32 Suppose M ⊆ M̃ is a hypersurface with local shape operator S deter-
mined by the local unit normal vector field N . Then

(∇̃XN)⊥ = 0.

Proof. Since X〈N,N〉 = X(1) = 0, we have 〈∇̃XN,N〉 = 1
2
X〈N,N〉 = 0. �

Corollary 3.33 Suppose M ⊆ M̃ is a hypersurface with local shape operator S determined
by the local unit normal vector field N . Then

S(X) = −∇̃XN.
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Remark 3.34 We can use the previous corollary to give a geometric interpretation of the
shape operator when M̃ = Rn+1. Let M ⊆ Rn+1 be a hypersurface, and let Xp ∈ TpM . Let
α : I →M be any curve with α′(0) = Xp. Let N = (N1, . . . , Nn+1) be a smooth unit normal
vector field in a neighborhood of p. Using the previous corollary and the definition of the
Euclidean connection, we have

d

dt

∣∣∣∣
0

(N ◦ α) =
d

dt

∣∣∣∣
0

(N1 ◦ α, . . . , Nn+1 ◦ α)

=
d(N j ◦ α)

dt

∣∣∣∣
0

∂

∂xj

=
dαi

dt

∣∣∣∣
0

∂N j

∂xi

∣∣∣∣
p

∂

∂xj

= ∇XpN

= −SN(Xp).

Thus, we see that the shape operator measures the rate of change of the unit normal on
M . //

The Ricci equation can be simplified when M is a hypersurface.

Proposition 3.35 Let M ⊆ M̃ be a hypersurface. Then the Ricci equation becomes

((R̃(X, Y )L)⊥ = R⊥(X, Y )L

for all X, Y ∈ Γ(TM), L ∈ Γ(NM).

Proof. Since the statement to prove is tensorial in L, it suffices to prove the statement when
L has unit norm. Applying Theorem 3.29 gives

((R̃(X, Y )L)⊥ = 〈R̃(X, Y )L,L〉L = 〈R⊥(X, Y )L,L〉L = R⊥(X, Y )L.

�

We can say even more about the shape operator and the normal component of R̃(X, Y )L if

M̃ has constant sectional curvature (in particular, if M̃ = Rn+1).

Corollary 3.36 Suppose M ⊆ M̃ is a hypersurface and M̃ has constant sectional curvature.
Let S = SN be the shape operator, where N is a unit normal vector field. Then for all
X, Y ∈ Γ(TM) and L ∈ Γ(NM), we have

a. (∇XS)(Y ) = (∇Y S)(X),
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b. R̃(X, Y )L = R⊥(X, Y )L.

Proof. We first prove part a. Fix X, Y, Z ∈ Γ(TM). Since (∇̃XN)⊥ = 0 by Proposition 3.32,
this implies

〈B(Y, Z),∇⊥XN〉 = 0. (19)

Moreover, recall that the covariant derivative of B satisfies

(∇XB)(Y, Z) = ∇⊥X(B(Y, Z))−B(∇XY, Z)−B(Y,∇XZ). (20)

Applying (19) and (20), we have

〈(∇XS)(Y ), Z〉 = 〈∇X(S(Y )), Z〉 − 〈S(∇XY ), Z〉
= (X〈S(Y ), Z〉 − 〈S(Y ),∇XZ〉)− 〈S(∇XY ), Z〉
= X〈B(Y, Z), N〉 − 〈B(Y,∇XZ), N〉 − 〈B(∇XY, Z), N〉
= (〈∇⊥XB(Y, Z), N〉+ 〈B(Y, Z),∇⊥XN〉)
− 〈B(Y,∇XZ), N〉 − 〈B(∇XY, Z), N〉

But ∇⊥XN = 0 by Proposition 3.32, so

〈(∇XS)(Y ), Z〉 = 〈∇⊥XB(Y, Z), N〉 − 〈B(Y,∇XZ), N〉 − 〈B(∇XY, Z), N〉
= 〈(∇XB)(Y, Z), N〉.

The proof of part a now follows immediately from Corollary 3.25.

We now prove part b. Since the statement to prove is tensorial, we may assume L = N , and
we may assume [X, Y ] = 0. By Proposition 3.35, it suffices to show that (R̃(X, Y )N)

⊥

= 0.
From Corollary 3.33, we have

(R̃(X, Y )N)

⊥

= (∇̃X∇̃YN − ∇̃Y ∇̃XN)

⊥

= −∇X(S(Y )) +∇Y (S(X))

= −(∇XS)(Y )− S(∇XY ) + (∇Y S)(X) + S(∇YX).

Now applying part a, we have

(R̃(X, Y )N)

⊥

= −(S(∇XY )− S(∇YX))

= −S([X, Y ]) = 0.

�

Much of our time so far has been concerned with unit normal vector fields on M . The
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question arises: is there an easy way to find N? In general, we do not want to have to
perform Gram-Schmidt to find such a unit normal vector field. However, if f : M̃ → R is a
smooth map and M = f−1(c) is a regular level set, then

N =
∇f

‖∇f‖
is a smooth unit normal vector field for M . Indeed, if Y ∈ Γ(TM), then

〈∇f, Y 〉 = Y f = 0

since f is constant on M .

Example 3.37 The unit sphere Sn is given by f−1(1) where f : Rn+1 → R is given by
f(x) = ‖x‖2. The unit normal on Sn is given by

N =
∇f
‖∇f‖

=
(2x1, . . . , 2xn+1)

2‖x‖
= (x1, . . . , xn+1) = x.

That is, the position vector field is normal to Sn. By Corollary 3.33, the shape operator
for Sn is given by SN(f i ∂

∂xi
) = −∇f i ∂

∂xi
(xj ∂

∂xj
) = −f i ∂xj

∂xi
∂
∂xj
− f ixj∇ ∂

∂xi

∂
∂xj

= −f i ∂
∂xi

, so

SN = − Id. Thus, for any vector fields X, Y, Z,W ∈ Γ(TSN), we have

〈B(X, Y ), B(Z,W )〉 = 〈〈B(X, Y ), N〉N, 〈B(Z,W ), N〉N〉
= 〈B(X, Y ), N〉〈B(Z,W ), N〉
= 〈SNX, Y 〉〈SNZ,W 〉
= 〈X, Y 〉〈Z,W 〉.

Applying Theorem 3.19, the curvature tensor of Sn is given by

R(X, Y, Z,W ) = 〈X,W 〉〈Y, Z〉 − 〈X,Z〉〈Y,W 〉.

In particular, by taking an orthonormal basis of any two-dimensional subspace of TpM , it is
easy to see that the sectional curvature of Sn is 1 everywhere. //

3.1.2 Computing h and S for Euclidean Hypersurfaces

In this section, indices α, β, γ range between 1 and n, while indices i, j, k range between 1
and n+ 1. We now address how to compute the second fundamental form when M̃ = Rn+1.
Suppose M ⊆ Rn+1 is a hypersurface with a local parametrization ϕ : U → Rn+1. That is,
ϕ is an embedding of U whose image is an open subset of M . Then (u1, . . . , un) are local
coordinates for M , and identifying TpM with the image of TpM under [ϕ∗]p, we have

∂

∂uα
=
∂ϕj

∂uα
∂

∂xj
. (21)
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Proposition 3.38 (From [4, Proposition 8.23]) Let M ⊆ Rn+1 be a hypersurface of Eu-
clidean space, and consider the setup above. If N is a local unit normal vector field for M ,
then

h

(
∂

∂uα
,
∂

∂uβ

)
=

〈
∂2ϕ

∂uα∂uβ
, N

〉
Proof. First note that

∇ ∂
∂uα

∂

∂uβ
= ∇ ∂ϕi

∂uα
∂

∂xi

∂ϕj

∂uβ
∂

∂xj
=
∂ϕi

∂uα
∂2ϕj

∂xi∂uβ
∂

∂xj
=

∂2ϕj

∂uα∂uβ
∂

∂xj
=

∂2ϕ

∂uα∂uβ
,

which implies

h

(
∂

∂uα
,
∂

∂uβ

)
=

〈
B

(
∂

∂uα
,
∂

∂uβ

)
, N

〉
=

〈
∇ ∂

∂uα

∂

∂uβ
, N

〉
=

〈
∂2ϕ

∂uα∂uβ
, N

〉
.

�

Example 3.39 Let M ⊆ R3 be the cylinder of radius one about the z-axis. A local
parametrization for M is ϕ : (−π, π) × R → R3 given by ϕ(θ, z) = (cos θ, sin θ, z). The
vector field N = x ∂

∂x
+ y ∂

∂y
on R3 is normal to M at all points in M , and is unit at all points

on M .

∂2ϕ

∂θ2
= (− cos θ,− sin θ, 0),

∂2ϕ

∂θ∂z
= (0, 0, 0),

∂2ϕ

∂z2
= (0, 0, 0).

We can extend these to vector fields on R3 by defining ∂2ϕ
∂θ2

= (−x,−y, 0). Using the previous
proposition, we have

h

(
∂

∂θ
,
∂

∂θ

)
= 〈(−x,−y, 0), (x, y, 0)〉 = −x2 − y2 = −1,

h

(
∂

∂θ
,
∂

∂z

)
= h

(
∂

∂z
,
∂

∂z

)
= 0. //

When we are given a local defining function, we can compute the scalar second fundamental
form using the Hessian.
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Proposition 3.40 Let f be a local defining function for M , and let N = ∇f
|∇f | . Then the

scalar second fundamental form of M with respect to the unit normal N is given by

h(X, Y ) = −Hess(f)(X, Y )

|∇f |
.

Proof. Indeed, for any vector fields tangent to M , we have

h(X, Y ) = 〈∇̃XY,N〉

=
〈∇̃XY,∇f〉
|∇f |

=
(∇̃XY )(f)

|∇f |
.

Now Y is tangent and ∇f is normal, so X〈Y,∇f〉 = X(0) = 0. Thus,

h(X, Y ) = −X〈Y,∇f〉 − (∇̃XY )(f)

|∇f |

= −X(Y f)− (∇̃XY )(f)

|∇f |

= −Hess(f)(X, Y )

|∇f |
.

�

Remark 3.41 (Shape Operator Expression in Local Coordinates)
Suppose (E1, . . . , En) is a local frame for TM . Then with respect to this basis, the matrix
for S is given by

〈SliEl, Ek〉 = 〈S(Ei), Ek〉
= 〈B(Ei, Ek), N〉
= h(Ei, Ek),

so Sliglk = hik. Thus, Sji = hikg
kj. //

Example 3.42 Suppose U ⊆ Rn is open and f : U → R is smooth. Let M = {(x, f(x)) :
x ∈ U} ⊆ Rn+1 be the graph of f , endowed with the induced Riemannian metric and upward
unit normal. Let us find the components of the shape operator in graph coordinates.
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Let F : U × R → R be given by F (x, y) = y − f(x). Notice that M = F−1(0), so an
upward pointing unit normal for M is given by

N =
∇F

‖∇F‖
=

(−∂1f, . . . ,−∂nf, 1)√
1 + ‖∇f‖2

.

Now define ϕ : U → U × R to be the Monge patch for f , given by ϕ(u) = (u, f(u)). The
pair (ϕ,U) is a global chart for f with local coordinates (u1, . . . , un). By (21), we have

∂

∂ui
=

∂

∂xi
+
∂f

∂ui
∂

∂xn+1
, (22)

and applying Proposition 3.38, we have

hij =

〈
∂2ϕ

∂ui∂uj
, N

〉
=

1√
1 + ‖∇f‖2

〈(
0, . . . , 0,

∂2f

∂ui∂uj

)
,

(
− ∂f

∂u1
, . . . ,− ∂f

∂un
, 1

)〉

= (1 + ‖∇f‖2)−1/2 ∂2f

∂ui∂uj
. (23)

Moreover, computing the gij in the
(

∂
∂u1
, . . . , ∂

∂un

)
basis using (22), we have

gij = δij +
∂f

∂ui
∂f

∂uj
.

By direct computation, it is easy to verify that

gij = δij −
1

1 + ‖∇f‖2

∂f

∂ui
∂f

∂uj
. (24)

Combining (23) and (24) gives

Sji = hikg
kj

=
n∑
k=1

(1 + ‖∇f‖2)−1/2 ∂2f

∂ui∂uk

(
δkj −

1

1 + ‖∇f‖2

∂f

∂uk
∂f

∂uj

)
= (1 + ‖∇f‖2)−1/2 ∂2f

∂ui∂uj
− 1(

1 + ‖∇f‖2)3/2

∂f

∂uj

n∑
k=1

∂2f

∂ui∂uk
∂f

∂uk
.

This is a fairly ugly looking expression, but it will allows us to compute the shape operator
for many specific examples. //
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Another fairly general class of surfaces are surfaces of revolution.

Example 3.43 Let C be an embedded smooth curve in the half-plane H = {(r, z) : r > 0},
and SC ⊆ R3 be the surface of revolution determined by C.

Let γ(t) = (a(t), b(t)) be a local unit speed parametrization of C. A local parametriza-
tion of SC is given by

ϕ(t, θ) = (a(t) cos θ, a(t) sin θ, b(t)).

We complete all the following computations in the general case and then specialize to the
unit speed case at the end. The metric on SC is given by

g = ϕ∗g = d(a cos θ)2 + d(a sin θ)2 + d(b)2

= (−a sin(θ)dθ + ȧ cos(θ)dt)2 + (a cos(θ)dθ + ȧ sin(θ)dt)2 + ḃ2dt2

= a2 sin2(θ)dθ2 + ȧ2 cos2(θ)dt2 + a2 cos2(θ)dθ2 + ȧ2 sin2(θ)dt2 + ḃ2dt2

= (ȧ2 + ḃ2)dt2 + a2dθ2

The components of the inverse matrix for g are given by

g11 =
1

ȧ2 + ḃ2

g12 = 0

g22 =
1

a2

We now compute the shape operator of SC in terms of a and b, and we show that the principal
directions (eigenspaces of SC) at each point are tangent to the meridians and latitude circles.

To calculate the unit normal, we have

∂ϕ

∂t
= (ȧ cos θ, ȧ sin θ, ḃ)

∂ϕ

∂θ
= (−a sin θ, a cos θ, 0),

which gives
∂ϕ

∂t
× ∂ϕ

∂θ
= (−aḃ cos θ,−aḃ sin θ, aȧ).

Thus, our unit normal is given by

N =
∂ϕ
∂t
× ∂ϕ

∂θ

|∂ϕ
∂t
× ∂ϕ

∂θ
|

=
1√

ȧ2 + ḃ2
(−ḃ cos θ,−ḃ sin θ, ȧ).
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Let u1 = t, u2 = θ. Computing hij = h
(
∂
∂ui
, ∂
∂uj

)
using Proposition 3.38 gives

h11 =

〈
∂2ϕ

∂t2
, N

〉
=

1√
ȧ2 + ḃ2

〈
(ä cos θ, ä sin θ, b̈), (−ḃ cos θ,−ḃ sin θ, ȧ)

〉
,

=
ȧb̈− äḃ√
ȧ2 + ḃ2

h12 =

〈
∂2ϕ

∂t∂θ
,N

〉
=

1√
ȧ2 + ḃ2

〈
(−ȧ sin θ, ȧ cos θ, 0), (−ḃ cos θ,−ḃ sin θ, ȧ)

〉
= 0,

h22 = ȧb̈− äḃ
〈
∂2ϕ

∂θ2
, N

〉
=

1√
ȧ2 + ḃ2

〈
(−a cos θ,−a sin θ, 0), (−ḃ cos θ,−ḃ sin θ, ȧ)

〉
=

aḃ√
ȧ2 + ḃ2

.

Computing the components of the shape operator S using Sji = hikg
kj, we find

S1
1 = h1kg

k1 = h11g
11 =

ȧb̈− äḃ
(ȧ2 + ḃ2)3/2

,

S2
1 = h1kg

k2 = h12g
22 = 0,

S1
2 = h2kg

k1 = h22g
21 = 0,

S2
2 = h2kg

k2 = h22g
22 =

ḃ

a
√
ȧ2 + ḃ2

.

In the unit speed case, this becomes

S1
1 = ȧb̈− äḃ,
S2

1 = S1
2 = 0,

S2
2 =

ḃ

a
. //
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Let us return to the torus one more time and compute its shape operator.

Example 3.44 Consider the immersion of the torus into S3 from Example 2.2e. Recall that
in Example 3.2 we showed that

e1 = (− sin θ, cos θ, 0, 0),

e2 = (0, 0,− sinϕ, cosϕ)

form an orthonormal basis of the tangent space, and the vectors

n1 =
1√
2

(cos θ, sin θ, cosϕ, sinϕ),

n2 =
1√
2

(− cos θ,− sin θ, cosϕ, sinϕ)

form an orthonormal basis of the normal space, as an immersed submanifold of R4. Recall
that the recall that x : R2 → R4 is given by

x(θ, ϕ) =
1√
2

(cos θ, sin θ, cosϕ, sinϕ).

So n1 is the position vector at (θ, ϕ) and thus is normal to S3(1) by Example 3.37. Hence, n2

is the normal vector for the torus as an immersed submanifold of S3. Let ∇̃ be the connection
on S3 induced from the Euclidean connection ∇ on R4. Let us compute the shape operator
S for the hypersurface T2 using the fact that

〈S(ei), ej〉 = −〈∇̃ein2, ej〉 = 〈∇̃eiej, n2〉 = 〈∇eiej, n2〉.

We first need to extend e1,e2 to R4. Let {∂1, . . . , ∂4} be the global frame for R4, and recall
that x : R2 → R4 is given by

x(θ, ϕ) =
1√
2

(cos θ, sin θ, cosϕ, sinϕ).

Thus, we can extend e1, e2 to all of R4 by

e1 =
√

2(−x2, x1, 0, 0) = −
√

2x2∂1 +
√

2x1∂2,

e2 =
√

2(0, 0,−x4, x3) = −
√

2x4∂3 +
√

2x3∂4,

Using the product rule and the fact that ∇∂i∂j = 0 for all i and j,

∇e1e1 = 2(−x2∇∂1(−x2∂1 + x1∂2) + x1∇∂2(−x2∂1 + x1∂2))

= 2(−x2∂2 − x1∂1)
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= 2

(
− 1√

2
cos θ,− 1√

2
sin θ, 0, 0

)
=
(
−
√

2 cos θ,−
√

2 sin θ, 0, 0
)
,

where in the second to last equality we restricted ∇e1e1 to the torus. Similarly, we have

∇e1e2 = 2(−x2∇∂1(−x4∂3 + x3∂4) + x1∇∂2(−x4∂3 + x3∂4))

= 0

∇e2e2 = 2(−x4∇∂3(−x4∂3 + x3∂4) + x3∇∂4(−x4∂3 + x3∂4))

= 2(−x4∂4 − x3∂3)

=
(

0, 0,−
√

2 cosϕ,−
√

2 sinϕ
)
.

Computing the components of S gives

〈Sn2(e1), e1〉 = 〈∇e1e1, n2〉

=

〈(
−
√

2 cos θ,−
√

2 sin θ, 0, 0
)
,

1√
2

(− cos θ,− sin θ, cosϕ, sinϕ)

〉
= cos2 θ + sin2 θ

= 1,

〈Sn2(e1), e2〉 = 〈∇e1e2, n2〉 = 0,

〈Sn2(e2), e2〉 = 〈∇e2e2, n2〉

=

〈(
0, 0,−

√
2 cosϕ,−

√
2 sinϕ

)
,

1√
2

(− cos θ,− sin θ, cosϕ, sinϕ)

〉
= − cos2 ϕ− sin2 ϕ

= −1,

so S =

(
1 0
0 −1

)
. //

3.1.3 Gaussian and Mean Curvature

We have seen that the shape operator S is a tensorial, self-adjoint operator. Thus, for
each p ∈ M , Sp has a basis of eigenvectors {e1, . . . , en} with corresponding real eigenvalues
{λ1, . . . , λn}. The eigenvectors of Sp are called the principal directions of M at p, and the
eigenvalues of Sp are called the principal curvatures of M at p. We define the Gaussian
curvature of M at p to be K(p) = det(Sp), and we define the mean curvature of M at p to
be H(p) = tr(Sp). In terms of the eigenvalues of S at p, we have

K(p) = λ1 · · ·λn,
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H(p) = λ1 + · · ·+ λn.

If we change the sign of N , then K changes by a factor of (−1)n and H changes by a factor
of −1.

Example 3.45 Let M ⊆ Rn+1 be the n-dimensional paraboloid defined as the graph of
f(x) = ‖x‖2. Let us compute the principal curvatures of M . By symmetry of the graph
about the y-axis, it suffices to compute the principal curvatures at (a, 0, . . . , 0) and then
substitute

√
(x1)2 + · · ·+ (xn)2 for a at the end. Now we have

∂f

∂xi
= 2xi

∂2f

∂xi∂xj
= 2δij.

Applying Example 3.42 at the point (a, 0, . . . , 0), we have

Sji = 2δij(1 + 4a2)−1/2 − 2δ1ja

(1 + 4a2)3/2

n∑
k=1

(2δik)(2δ1ka),

= 2δij(1 + 4a2)−1/2 − 8δ1jδ1ia
2

(1 + 4a2)3/2
.

The matrix (Sji ) is diagonal and thus the principal curvatures are the diagonal entries. We
have

S1
1 =

2(1 + 4a2)− 8a2

(1 + 4a2)3/2
=

2

(1 + 4a2)3/2
,

Sjj =
2

(1 + 4a2)1/2
, 2 ≤ j ≤ n.

Substituting
√

(x1)2 + · · ·+ (xn)2 for a as previously discussed, we obtain principal curva-
tures given by

κ1 =
2

[1 + 4((x1)2 + · · ·+ (xn)2)]3/2
,

κi =
2

[1 + 4((x1)2 + · · ·+ (xn)2)]1/2
, 2 ≤ i ≤ n.

In particular, the Gaussian curvature is K = 2n[1 + 4((x1)2 + · · ·+ (xn)2)]−(n+2)/2. //

Example 3.46 For λ > 0, let Mλ ⊆ R3 be the surface of revolution obtained by revolving
the curve γ(t) = (λ cosh(t/λ), 0, t) in the xz-plane around the z-axis, called a catenoid. Let
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us compute the mean curvature of the catenoid. We apply the results from Example 3.43
when a(t) = λ cosh(t/λ) and b(t) = t.

H =
ȧb̈− äḃ

(ȧ2 + ḃ2)3/2
+

ḃ

a
√
ȧ2 + ḃ2

=
1

a(ȧ2 + ḃ2)3/2
(aȧb̈− aäḃ+ ḃ(ȧ2 + ḃ2))

=
1

a(ȧ2 + 1)3/2
(−aä+ (ȧ2 + 1))

=
1

a(ȧ2 + 1)3/2
(−λ cosh(t/λ)((1/λ) cosh(t/λ)) + sinh2(t/λ) + 1)

=
1

a(ȧ2 + 1)3/2
(− cosh2(t/λ) + sinh2(t/λ) + 1)

= 0.

So a catenoid has zero mean curvature. Such surfaces are called minimal surfaces. //

Notice that the Gaussian and mean curvature are defined in terms of a particular embedding
into an ambient manifold, so we should not expect them to be invariant under a local
isometry. Indeed, the mean curvature is not invariant under local isometries, as the next
example shows.

Example 3.47 Let M1 ⊆ R3 be the xy plane and let M2 ⊆ R3 be a cylinder of radius 1
about the z axis. Let g1 be the metric for the plane and let g2 be the induced metric for the
cylinder. For the plane, we have

g1 = dx2 + dy2.

Now local coordinates for the cylinder are given by (θ, z), where the relation to the standard
Euclidean coordinates is

x = cos θ,

y = sin θ,

z = z.

Thus, the metric for M2 is given by

g2 = d(cos θ)2 + d(sin θ)2 + dz2

= sin2(θ)dθ2 + cos2(θ)dθ2 + dz2

= dθ2 + dz2.

Thus, the local smooth map (θ(x, y), z(x, y)) = (x, y) is a local isometry from M1 to M2.
Note that the matrix of the pushforward is the identity matrix, so we can use the Inverse
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Function Theorem to obtain smoothness of the inverse map.

We now want to compute the shape operators for M1 and M2. First, notice that the lo-
cal parametrization for M1 is X(x, y) = (x, y, 0), and all second order derivatives of X
vanish. Thus, the scalar second fundamental form h1 for M1 vanishes by Proposition 3.38.
Calculating the entries of the shape operators for M1 using Remark 3.41 gives

(S1)ji = h1
ikg

kj
1 = 0 · δkj = 0.

A normal vector for M2 is N2(θ, z) = (cos θ, sin θ, 0). Calculating the entries of the shape
operators for M1 and M2 using Remark 3.41 and Example 3.39, we have (S2)θθ = −1,
(S2)zθ = 0, (S2)zz = 0. Thus, H1 = K1 = K2 = 0, H2 = −1. The mean curvatures of
M1 and M2 are not equal, so the mean curvature is not preserved by a local isometry.
However, we see that the Gaussian curvatures are equal. //

In the previous example, we found that the Gaussian curvature was preserved by a local
isometry. This makes us curious: is the Gaussian curvature of Euclidean hypersurface M ⊆
Rn+1 invariant under local isometries? This would be very suprising, because K(p) is defined
in terms of a particular embedding of M into Rn+1. And in fact, it is easy to see that this is
not be true when n is odd, because changing the sign of the unit normal changes the Gaussian
curvature by a factor of (−1)n = −1. Amazingly, the Gaussian curvature is invariant under
local isometries when n is even, and the absolute value of the Gaussian curvature is invariant
when n is odd. We prove the n = 2 case, which is known as Gauss’s Theorema Egregium.

Theorem 3.48 (Gauss’s Theorema Egregium - proof from [2, Remark 2.7]) Suppose M ⊆
R3 is a hypersurface. Then K(p) = 1

2
Sc(p). Thus, the Gaussian curvature is preserved under

local isometries.

Proof. Fix p ∈ M , unit normal N , and let {e1, e2} be an orthonormal basis of TpM formed
by eigenvectors of the shape operator Sp. Then h(ei, ej) = 〈S(ei), ej〉 = λiδij. Now applying
Corollary 3.20, we get

sec(p) = sec(e1, e2) = 〈B(e1, e1), B(e2, e2)〉 − |B(e1, e2)|2

= 〈h(e1, e1)N, h(e2, e2)N〉 − |h(e1, e2)N |2

= λ1λ2〈N,N〉 − 0

= λ1λ2

= K(p).

With respect to the basis {e1, e2} the matrix entries for g are gij = δij and gij = δij. Thus,
R(e1, e2, e2, e1) +R(e2, e1, e1, e2) = Rijklg

ilgjk = Sc(p). We conclude that

sec(p) = R(e1, e2, e2, e1)
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=
1

2
(R(e1, e2, e2, e1) +R(e2, e1, e1, e2))

=
1

2
Sc(p).

�

4 Riemannian Submersions

Let π : Mn → Bm be a surjective submersion of Riemannian manifolds. We call M the total
space and we call B the base. By Theorem 2.12, π−1(p) is a properly embedded submanifold
of M .

By the Rank Theorem, there are local coordinates (x1, . . . , xn) for M and local coordinates
(y1, . . . , ym) for B such that

(y1, . . . , ym) = π(x1, . . . , xn) = (x1, . . . , xm).

We define the vertical tangent space at p ∈M as Vp = ker[π∗]p. By the above coordinate rep-
resentation for π, we conclude Vp = span{ ∂

∂xm+1 |p, . . . , ∂
∂xn
|p}, so Vp is an (n−m)-dimensional

vector space. Using the metric on M , we define the horizontal tangent space as

Hp = (Vp)
⊥ ,

so we we have
TpM = VpM ⊕HpM.

We are now ready to define a Riemannian submersion.

Definition 4.1 Let π : M → B be a submersion of Riemannian manifolds. Then π is called
a Riemannian submersion if [π∗]p maps HpM isometrically onto TpB. That is, if p ∈ M ,
and Xp, Yp ∈ Hp, then

〈Xp, Yp〉 = 〈[π∗]pXp, [π∗]pYp〉.

Example 4.2 Let (M1, g1) and (M2, g2) be Riemannian manifolds, and consider the prod-
uct manifold (M1 ×M2, g), where g = g1 + g2 is the product metric. Fix (p, q) ∈ M1 ×M2.
Let (x1, . . . , xn) be local coordinates for M1 about p and let (y1, . . . , ym) be local coordi-
nates for M2 about q. Then we have local coordinates (x1, . . . , xn, y1, . . . , ym) for M1 ×M2.
Let π : M1 × M2 → M1 be the canonical projection onto M1. In local coordinates,
π(x1, . . . , xn, y1, . . . , ym) = (x1, . . . , xn). Now fix any X(p,q), Y(p,q) ∈ H(p,q), say

X(p,q) = ai
∂

∂xi

∣∣∣∣
(p,q)

,
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Y(p,q) = ci
∂

∂xi

∣∣∣∣
(p,q)

.

Then

[π∗](p,q)X(p,q) = ai
∂

∂xi

∣∣∣∣
p

,

[π∗](p,q)Y(p,q) = ci
∂

∂xi

∣∣∣∣
p

,

so

g
(
X(p,q), Y(p,q)

)
= g1

(
ai

∂

∂xi

∣∣∣∣
p

, ci
∂

∂xi

∣∣∣∣
p

)
= g1([π∗](p,q)X(p,q), [π∗](p,q)Y(p,q)).

Thus, π is a Riemannian submersion. //

Example 4.3 Consider the vector bundle construction from section 2.4. We claim that π :
E →M is a Riemannian submersion. Fix any ϑ ∈ E, and write ϑ = (x1, . . . , xn, V 1, . . . , V k)
in local coordinates. Consider the horizontal vectors

Xϑ =
∂

∂xa
− ΓlajV

j ∂

∂yl
,

Yϑ =
∂

∂xb
− ΓtbsV

s ∂

∂yt
.

Then

ĝ (Xϑ, Yϑ) = ĝ

(
∂

∂xa
− ΓlajV

j ∂

∂yl
,
∂

∂xb
− ΓtbsV

s ∂

∂yt

)
= ĝ

(
∂

∂xa
,
∂

∂xb

)
− ΓlajV

j ĝ

(
∂

∂xb
,
∂

∂yl

)
− ΓtbsV

sĝ

(
∂

∂xa
,
∂

∂yt

)
+ ΓlajΓ

t
bsV

jV sĝ

(
∂

∂yl
,
∂

∂yt

)
.

Now using Proposition 2.43, all the terms with Christoffel symbols cancel, and we obtain

ĝ (Xϑ, Yϑ) = gab

= g

(
∂

∂xa
,
∂

∂xb

)
= g ([π∗]pXϑ, [π∗]pYϑ) ,

so π : E →M is a Riemannian submersion. //
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We have seen that TpM can be decomposed into horizontal and vertical tangent spaces for
every p ∈M . The next proposition shows that this decomposition is smooth over M .

Proposition 4.4 Let X ∈ Γ(TM) be a smooth vector field. Then we can write X = HX +
VX where HX,VX ∈ Γ(TM) are smooth horizontal and vertical vector fields, respectively.

Proof. Recall that using local coordinates (x1, . . . , xn) for M from the Rank Theorem, we
have Vp = span{ ∂

∂xn−m

∣∣
p
, . . . , ∂

∂xn

∣∣
p
} for each p in the local chart. Performing Graham-

Schmidt on the ordered frame( ∂
∂xm+1 , . . . ,

∂
∂xn

, ∂
∂x1
, . . . , ∂

∂xm
) we obtain a smooth orthonormal

frame (E1, . . . , . . . , En) such that Vp = span{E1, . . . , En−m} and Hp = span{En−m+1, En}.
Write X in this orthonormal frame as X = f iEi for smooth functions f i. Then

X = (f 1E1 + · · · ,+fn−mEn−m) + (fn−m+1En−m+1 + · · ·+ fnEn)

= VX +HX

and clearly VX is a smooth vertical vector field and HX is a smooth horizontal vector field
on M . �

4.1 Fubini Study Metric

Suppose G is a Lie group and M is a smooth manifold. A smooth action of G on M is a
smooth map G×M → M such that a · (b · p) = (ab) · p for all a, b ∈ G and all p ∈ M , and
e · p = p for all p ∈M , where e is the identity element of G.

Now suppose that π : M → N is a submersion and G is a Lie group acting on M . The action
is called vertical if π(a · p) = π(p) for all a ∈ G and p ∈ M . The action is called transitive
on fibres if whenever π(p) = π(q), there is an a ∈ G such that a · p = q. If M is endowed
with a Riemannian metric, then the action is said to be isometric if the map p→ a · p is an
isometry for all a ∈ G.

Lemma 4.5 Suppose G is a Lie group acting vertically and isometrically on M̃ and fix
a ∈ G. If Xp ∈ Hp is horizontal, then so is [a∗]pXp.

Proof. Let Wa·p ∈ Va·p be any vertical vector. We must show 〈Wa·p, [a∗]pXp〉 = 0. Since
the map p 7→ a · p is, in particular, a diffeomorphism, the linear map [a∗]p : TpM → Ta·pM
is an isomorphism. Thus, there is some Wp ∈ TpM such that [a∗]pWp = Wa·p. Since the
action is vertical, we have π ◦a = π, and so [π]pWp = [π∗]p[a∗]

−1
p Wa·p = [π∗]p[(a

−1)∗]a·pWa·p =
[(π ◦a−1)∗]a·pWa·p = [π∗]a·pWa·p = 0, which shows Wp is vertical. Now using the fact that the
map p 7→ a · p is an isometry, we have 〈Wa·p, [a∗]pXp〉 = 〈[a∗]pWp, [a∗]pXp〉 = 〈Wp, Xp〉 = 0,
as desired. �
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Theorem 4.6 Let (M̃, g̃) be a Riemannian manifold and let M be a smooth manifold. Let

π : M̃ → M be a smooth surjective submersion. Moreover, suppose that G is a Lie group
acting vertically, transitively, and isometrically on M̃ . Then there is a unique Riemannian
metric g on M such that π is a Riemannian submersion.

Proof. We first show uniqueness. Consider an arbitrary element of M , say π(p) ∈ M
and Xπ(p), Yπ(p) ∈ Tπ(p)M . Since [π∗]p|Hp is a linear isomorphism from Hp to Tπ(p)M ,

there are unique horizontal vectors X̃p, Ỹp in Hp such that [π∗]pX̃p = Xπ(p), and sim-

ilarly for Ỹp. If g is any satisfactory Riemannian metric on M , then we must have

gπ(p)([π∗]pX̃p, [π∗]pỸp) = g̃p(X̃p, Ỹp). That is, gπ(p)(Xπ(p), Yπ(p)) = g̃p(X̃p, Ỹp). So g is uniquely
determined by g̃.

We now show existence. Fix any x ∈ M̃ , and let Xπ(p), Yπ(p) ∈ Tπ(x)M . Let X̃p, Ỹp
be the unique horizontal lifts of Xπ(p), Yπ(p) to Hp, respectively. We want to define

gπ(p)(Xπ(p), Yπ(p)) = g̃p(X̃p, Ỹp). We must show that this is well defined. To do so, let q ∈ M̃
be any other element in the fibre of π(p). Again, let X̃q, Ỹq be the unique horizontal lifts of

Xπ(p), Yπ(p) to Hq. To show that gp is well defined, we must show that g̃p(X̃p, Ỹp) = g̃q(X̃q, Ỹq).

Since the action is transitive, there is an a ∈ G such that a · p = q. Thus, we have
[π∗]q[a∗]pX̃p = [(π ◦ a)∗]pX̃p = [π∗]pX̃p = Xπ(p), where the first equality follows from the fact

that π◦a = π since the action is vertical. But also [π∗]qX̃q = Xπ(p), so [π∗]q[a∗]pX̃p = [π∗]qX̃q.

Now [a∗]pX̃p is horizontal by the previous lemma and [π∗]q|Hq : Hq → Tπ(p)M is an isometry,

so we conclude that [a∗]pX̃p = X̃q. Similarly, [a∗]pỸp = Ỹq. Now using the fact that G

acts isometrically, we have g̃p(X̃p, X̃p) = g̃q([a∗]pX̃p, [a∗]pỸp) = g̃q(X̃q, Ỹq), which is what we
needed to show.

We now show that g is a Riemannian metric on M . Bilinearity and symmetry are clear.
Consider any element of M , say π(p) ∈M for some p ∈ M̃ and let Xπ(p) ∈ Tπ(p)M . Consider
the vector space isomorphism L = ([π∗]p|Hp)−1 : Tπ(p) → Hp. The horizontal lift to Hp is
given by LXπ(p), so

gπ(p)(Xπ(p), Xπ(p)) = 0⇐⇒ g̃p(LXπ(p), LXπ(p)) = 0

⇐⇒ LXπ(p) = 0

⇐⇒ Xπ(p) = 0.

Thus, g is symmetric, bilinear, and positive definite at every point. We now show that
g is smooth. Fix p ∈ M . Let X, Y ∈ Γ(TM) be smooth vector fields on M , and let

HX,HY ∈ Γ(TM̃) be the corresponding horizontal lifts. Now since π is a submersion, there

is an open neighborhood U ⊆ M of p and a smooth section σ : U → M̃ . On U , we have
g(X, Y ) = g̃(HX,HY ) ◦ σ on U . Since the right hand side is smooth on U , g(X, Y ) is
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smooth in a neighborhood of p, and we conclude that g(X, Y ) is smooth. This holds for all
X, Y ∈ Γ(TM), so g is a smooth (2, 0)-tensor. �

Now consider the submersion π : Cn+1\{0} → CPn from Example 2.2d. Now since S2n+1 is an
embedded submanifold of R2n+2 ∼= Cn+1, we can restrict π to a smooth map P : S2n+1 → CPn.
The map P is clearly still surjective. It remains to show that P is a submersion. Fix
x ∈ S2n+1. Since π is a submersion, there is a a neighborhood U ⊆ CPn containing π(x) and
a local smooth section σ : U → Cn+1 \ {0} with σ(π(x)) = x. Now define τ : U → Cn+1 \ {0}
by

τ(ζ) =
σ(ζ)

‖σ(ζ)‖
.

Clearly this is a smooth map into S2n+1, it satisfies τ(P (x)) = σ(π(x))/‖σ(π(x))‖ = x/‖x‖ =

x, and for every ζ ∈ CPn we have (P ◦ τ)(ζ) = (π ◦ τ)(ζ) = π( σ(ζ)
‖σ(ζ)‖) = π(σ(ζ)) = ζ, τ is a

smooth section. By Theorem 2.3, P is a submersion.

Now define the action of S1 on S2n+1 by λ · (z1, . . . , z
n+1) = (λz1, . . . , λzn+1). It is easy

to see that this action is vertical, and transitive on fibres. To see that it acts isometrically,
identify Cn+1 with R2n+2 via the coordinates (x1, y1, . . . , xn+1, yn+1) given by zj = xj+

√
−1yj

(we use
√
−1 instead of i ∈ C since the letter i is used for indices). The action is given in

local coordinates by

e
√
−1θ · (x1, y1, . . . , xn+1, yn+1) = (cos(θ)x1 − sin(θ)y1, sin(θ)x1 + cos(θ)y1,

. . . , cos(θ)xn+1 − sin(θ)yn+1, sin(θ)xn+1 + cos(θ)y1).

Fix any p ∈ S2n+1 and let Xp = ai ∂
∂xi

+ bi ∂
∂yi

be a vector tangent to S2n+1 at p. Write

λ = e
√
−1θ for some θ ∈ R. Then identifying λ with the map q → λ · q, we have

g([λ∗]pXp, [λ∗]pYp) = g

(
[λ∗]p

(
ai

∂

∂xi
+ bi

∂

∂yi

)
, [λ∗]p

(
cj

∂

∂xj
+ dj

∂

∂yj

))
= g

((
(cos(θ)ai − sin(θ)bi)

∂

∂xi
+ (sin(θ)ai + cos(θ)bi)

∂

∂yi

)
,(

(cos(θ)cj − sin(θ)dj)
∂

∂xj
+ (sin(θ)cj + cos(θ)dj)

∂

∂yj

))
=

n+1∑
i=1

(
cos2(θ)aici − cos(θ) sin(θ)(aidi + bici) + sin2(θ)bidi

)
+

n+1∑
i=1

(
sin2(θ)aici + cos(θ) sin(θ)(aidi + bici) + sin2(θ)bidi

)
=

n∑
i=1

(
aici + bidi

)
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= g

((
ai

∂

∂xi
+ bi

∂

∂yi

)
,

(
cj

∂

∂xj
+ dj

∂

∂yj

))
= g(Xp, Yp),

so the action is isometric. By Theorem 4.6, there is a unique metric on CPn making P :
S2n+1 → CPn into a Riemannian submersion. This metric is called the Fubini Study metric.
For more on the Fubini-Study metric, see chapter 1 of [6].

4.2 The O’Neill Tensors

In this section, we will introduce the O’Neill tensors and derive the fundamental equations.
These fundamental equations are similar to the Gauss, Ricci, and Codazzi equations for
Riemannian immersions. Much of this section loosly follows [5]. However, we discuss the
necessary preliminaries in more detail, expand/provide proofs that were skipped in the orig-
inal paper, and discuss applications of the O’Neill tensors to new examples.

Definition 4.7 A vector field X ∈ Γ(TM) is called horizontal if VX = 0. We say that X
is the horizontal lift of a vector field X∗ ∈ Γ(TB) if X is horizontal and [π∗]pXp = (X∗)π(p)

for all p ∈ M . We say that X is a basic vector field if it is the horizontal lift of a vector
field X∗ on B.

Proposition 4.8 There is a bijective correspondence between the vector fields on B and the
basic vector fields on M .

Proof. Let X∗ be a vector field on B. Since [π∗]|Hp is an isometry for all p ∈M , [π∗]|Hp : Hp →
Tπ(p)B is an injective linear map between vector spaces of the same dimension and is thus
an isomorphism. So X∗ determines a unique horizontal section X : M → TM . It remains
to show that X is smooth. From the rank theorem with coordinates (x1, . . . , xn) for M
and (y1, . . . , ym) for B, we can write X∗ = f j ∂

∂yj
, where each f j is a smooth function of

the coordinates (y1, . . . , ym). We can extend each f j to a local smooth function on M by
defining

f j(x1, . . . , xn) = f j(x1, . . . , xm).

Now let Y =
∑m

j=1 f
j ∂
∂xj

. By construction, this is a smooth local vector field whose pushfor-
ward is X∗. Subtracting the vertical component of Y gives a smooth horizontal vector field
whose pushforward is X∗. By uniqueness, this smooth horizontal vector field is X which
shows X is smooth. �

We denote the Levi-Civita connection on M by ∇ and the Levi-Civita connection on B
by ∇∗. The correspondence between basic vector fields on M and arbitrary vector fields on
B respects metrics, Lie brackets, and connections.
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Lemma 4.9 (From [5, Lemma 1] Let X and Y be basic vector fields on M and let X∗ and
Y∗ be the vector fields on B corresponding to X and Y , respectively. The following hold.

a. 〈X, Y 〉 = 〈X∗, Y∗〉 ◦ π,

b. H[X, Y ] is the basic vector field corresponding to [X∗, Y∗],

c. H∇XY is the basic vector field corresponding to ∇∗X∗Y∗.

Proof. Part a follows directly from the definition of a Riemannian submersion and the
definition of a basic vector field. For part b, note that since X (respectively, Y ) is π-
related to X∗ (respectively, Y∗), it follows that [X, Y ] is π-related to [X∗, Y∗]. That is,
[π∗]p[X, Y ]p = [X∗, Y∗]π(p), and thusH[X, Y ] is a horizontal vector field and [π∗]p(H[X, Y ]p) =
[π∗]p[X, Y ]p = [X∗, Y∗]p, as desired. For c, fix any horizontal vector field Y and recall that
the Koszul formula is given by

2〈∇XY, Z〉 = X〈Y, Z〉+ Y 〈X,Z〉 − Z〈X, Y 〉
+ 〈[X, Y ], Z〉+ 〈[X,Z], Y 〉 − 〈[Y, Z], X〉.

Since this equation is tensorial in Z, we may assume Z is basic. From part a, we know that

(X〈Y, Z〉)(p) = (X (〈Y∗, Z∗〉 ◦ π))(p)

= [π∗]pXp〈Y∗, Z∗〉
= (X∗)π(p)〈Y∗, Z∗〉
= (X∗〈Y∗, Z∗〉 ◦ π)(p),

so X〈Y, Z〉 = X∗〈Y∗, Z∗〉 ◦ π. Similar formulas hold for Y 〈X,Z〉 and Z〈X, Y 〉. Using part
b, we have 〈[X, Y ], Z〉 = 〈H[X, Y ], Z〉 = 〈[X∗, Y∗], Z∗〉 ◦ π, and similar formulas hold for
〈[X,Z], Y 〉 and 〈[Y, Z], X〉. Substituting into the Koszul formula gives

〈∇∗X∗Y∗, Z∗〉 ◦ π = 〈∇XY, Z〉 = 〈H∇XY, Z〉.

Invoking part a, the above gives 〈∇X∗Y∗, Z∗〉 ◦ π = 〈(H∇XY )∗, Z∗〉 ◦ π for any basic vector
field Z, which proves part c. �

We are now able to define the O’Neill tensors for the Riemannian submersion π. We will see
that these tensors play an analogous role to the second fundamental form for an embedding.

Definition 4.10 (O’Neill Tensors)
For vector fields E,F ∈ Γ(TM), we define

TEF = H∇VE(VF ) + V∇VE(HF ),

AEF = V∇HE(HF ) +H∇HE(VF ).
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We have called these the O’Neill tensors. The next proposition shows that the O’Neill tensors
are indeed tensors, and establishes some basic properties of T and A.

Proposition 4.11 (From [5, Page 460] and [5, Lemma 2]) Let E be an arbitrary vector field
on M . Then T is a (2, 1)-tensor, and the following properties of T hold:

1. At each point, TE is a skew-symmetric and it reverses the horizontal and vertical sub-
spaces.

2. T is vertical. That is, TE = TVE.

3. If V,W are vertical vector fields, then TVW = TWV .

Similarly, A is a (2,1) tensor and satisfies the following properties.

1’. At each point, AE is skew-symmetric and it reverses the horizontal and vertical subspaces.

2’. A is horizontal. That is, AE = AHE.

3’. If X, Y are horizontal vector fields, then AXY = 1
2
V [X, Y ]. In particular, AXY =

−AYX.

Proof. Properties 2 and 2′ are obvious, as is the reversal part of 1 and 1′. We prove that T
is a tensor, as well as properties 1, 3, and 3′. The others are similar. Let f ∈ C∞(M). Then
for any F ∈ Γ(TM), we have

TE(fF ) = H∇VE(fVF ) + V∇VE(fHF )

= H((VE)(f)VF + f∇VEVF )

+ V((VE)(f)HF + f∇VEHF )

= f(H∇VEVF + V∇VEHE)

= fTEF,

so T is tensorial in F . It is clearly tensorial in E. For property 1, let F1, F2 be two arbitrary
vector fields on M . Then

〈TEF1, F2〉 = 〈∇VEVF1,HF2〉+ 〈∇VEHF1,VF2〉
= −〈VF1,∇VEHF2〉 − 〈HF1,∇VEVF2〉
= −〈F1,V∇VEHF2〉 − 〈F1,H∇VEVF2〉
= 〈F1,−TEF2〉,
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which proves skew-symmetry. To prove 3, let V,W be vertical vector fields. Then TVW −
TWV = H(∇VW − ∇WV ) = H[V,W ] = 0 since the bracket of two vertical vector fields
is vertical. Finally, we prove 3′. Let X and Y be horizontal vector fields on M . Then
AXY − AYX = V(∇XY − ∇YX) = V [X, Y ]. So it suffices to show that AXY = −AYX,
or equivalently that AXX = 0. Let V be a vertical vector field. Since A is tensorial, we
may assume that X is basic. Fix two point p, q ∈ M in the same fibre of π. Since π is a
Riemannian submersion and X is basic with some corresponding vector field X∗ on B, we
have

〈Xp, Xp〉 = 〈[π∗]pXp, [π∗]pXp〉
= 〈(X∗)π(p), (X∗)π(p)〉
= 〈(X∗)π(q), (X∗)π(q)〉
= 〈[π∗]qXq, [π∗]qXq〉
= 〈Xq, Xq〉,

so 〈X,X〉 is constant along the fibres of π. Thus, V 〈X,X〉 = 0. Now [V,X] = ∇VX−∇XV
is vertical since V is π-related to 0 ∈ Γ(TB) and X is π-related to a smooth vector field on
B. This implies that

〈∇XV,X〉 = 〈∇VX,X〉.

Putting it all together, we have

0 = V 〈X,X〉 = 2〈∇VX,X〉 = 2〈∇XV,X〉 = −2〈V,∇XX〉 = −2〈V,AXX〉.

Applying property 1’, we conclude AXX = 0. �

We denote the Levi-Civita connection on an arbitrary fibre of M by ∇̂. By Proposition 3.11,
∇̂VW = V∇VW for all vector fields on the fibre (that is, for all vertical vector fields on M
restricted to the fibre). Notice that when Vp,Wp ∈ TpM are vertical vectors, then TVpWp is
just the second fundamental form of the fibre π−1(π(p)) as an embedded submanifold of M .
This leads to the following result.

Proposition 4.12 Each fibre of π is a totally geodesic submanifold of M if and only if
T = 0.

Proof. By the discussion preceding the proposition and Proposition 3.14, each fibre of π is
totally geodesic if and only iff TVW = 0 for all vertical vector fields V,W ∈ Γ(TM). Now
suppose that TVW = 0 for all vertical vector fields V,W ∈ Γ(TM). To complete the proof, it
suffices to show that T = 0. Let V,W ∈ Γ(TM) be vertical vector fields, and let X ∈ Γ(TM)
be a a horizontal vector field. Then

〈TVX,W 〉 = −〈X,TVW 〉 = 0.
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Since this holds for any verticalW ∈ Γ(TM) and TVX is vertical, the above implies TVX = 0.
All together, we have TV F = 0 for all vector fields F and all vertical vector fields V , which
implies T = 0 since T is vertical. �

Lemma 4.13 (From [5, Lemma 3]) Let X, Y be horizontal vector fields, and V,W be vertical
vector fields. Then

1. ∇VW = TVW + ∇̂VW

2. ∇VX = H∇VX + TVX

3. ∇XV = AXV + V∇XV

4. ∇XY = H∇XY + AXY

Furthermore, if X is basic, H∇VX = AXV .

Proof. Parts 2,3, and 4 are obvious. Part 1 is just Gauss’s formula on the fibres of M . The
last statement follows from part 3 and the fact that [X, V ] is vertical when X is basic and
V is vertical. �

We now compute the covariant derivatives of T and A.

Lemma 4.14 (From [5, Lemma 4]) If X, Y are horizontal and V,W are vertical, then

(∇VA)W = −ATVW , (∇XT )Y = −TAXY ,
(∇XA)W = −AAXW , (∇V T )Y = −TTV Y .

Proof. Let E be an arbitrary vector field. Then

(∇XT )YE = ∇X(TYE)− T∇XY (E)− TY (∇XE),

and the first and last terms vanish since T is vertical. By Lemma 4.13, we have

(∇XT )YE = −T∇XY (E) = −TV∇XY (E) = −TAXY (E).

Similarly, we have

(∇V T )Y (E) = ∇V (TYE)− T∇V Y (E)− TY (∇VE)

= −TV∇V Y (E)

= −TTV Y (E).

The proof of the formulas for A are similar. �

The next lemma shows that (∇FT )E and (∇FA)E do not reverse horizontal and vertical
vectors.
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Lemma 4.15 (From [5, Lemma 5]) Let X, Y, Z be horizontal vector fields and let U, V,W
be vertical vector fields. Then

〈(∇UA)XV,W 〉 = 〈TUV,AXW 〉 − 〈TUW,AXV 〉,
〈(∇UA)XY, Z〉 = 〈TUY,AXZ〉 − 〈TUZ,AXY 〉,
〈(∇XT )UY, Z〉 = 〈AXY, TUZ〉 − 〈AXZ, TUY 〉,
〈(∇XT )UV,W 〉 = 〈AXV, TUW 〉 − 〈AXW,TUV 〉.

Proof. We prove the first formula. The others are similar. First, note that

〈(∇UA)XV,W 〉 = 〈∇U(AXV )− A∇UXV − AX(∇UV ),W 〉.

Since A∇UXV is horizontal, 〈A∇UXV,W 〉 = 0. Using metric compatibility, Lemma 4.13, and
Proposition 4.11, we have

〈(∇UA)XV,W 〉 = 〈∇U(AXV )− AX(∇UV ),W 〉
= −〈AXV,∇UW 〉+ 〈∇UV,AXW 〉
= −〈AXV, TUW 〉+ 〈TUV,AXW 〉.

�

Finally, we review some symmetry properties of T and A that we will use in the funda-
mental equations of T and A.

Lemma 4.16 (From [5, Lemma 6]) If X, Y are horizontal, V,W vertical, and E,F are
arbitrary vector fields, then

1. 〈(∇ET )VW,X〉 is symmetric in V and W , and

2. 〈(∇EA)XY, V 〉 is alternate in X and Y .

3. (∇ET )F and (∇EA)F are skew-symmetric (1, 1)-tensors.

Proof. We prove 2 and 3, since 1 is similar to 2. First, we prove 2. Using Proposition 4.11,
we have

〈(∇EA)XY, V 〉 = 〈∇E(AXY )− A∇EXY − AX(∇EY ), V 〉
= 〈∇E(AXY )− AH∇EX(HY )− AHX(H∇EY ), V 〉
= −〈∇E(AYX)− AHY (H∇EX)− AH∇EY (HX), V 〉
= −〈∇E(AYX)− AY (∇EX)− A∇EYX, V 〉
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= −〈(∇EA)YX, V 〉.

We now prove 3. Let K,L ∈ Γ(TM) be arbitrary vector fields. Then (∇ET )FK =
∇E(TFK) − T∇EFK − TF (∇EK). Applying metric compatibility and the fact that TF is
skew-symmetric, we obtain

〈(∇ET )FK,L〉 = 〈∇E(TFK)− T∇EFK − TF (∇EK), L〉
= (E〈TFK,L〉 − 〈TFK,∇EL〉)− 〈T∇EFK,L〉 − 〈TF (∇EK), L〉
= −(E〈K,TFL〉 − 〈K,TF (∇EL)〉 − 〈K,T∇EFL〉 − 〈∇EK,TFL〉)
= −(〈K,∇E(TFL)〉 − 〈K,TF (∇EL)〉 − 〈K,T∇EFL〉)
= −〈K, (∇ET )FL〉.

The proof that (∇EA)F is skew-symmetric is similar. �

4.2.1 The Fundamental Equations

Given a Riemannian submersion π : M → B, we want to now find the fundmental equations
relating the curvature tensor of M with the curvature tensors of B and the curvature tensors
of the fibres. We will number these equations by {n} to denote the number of horizontal
vector fields on the left-hand side of the given fundamental equation. For a point p ∈ M ,
let R̂ denote the curvature tensor of the fibre π−1(π(p)). Similarly, for horizontal vectors
h1, h2, h3, and h4 in TpM , define 〈R∗h2h2h3, h4〉 = 〈R∗h1∗h2∗h3∗, h4∗〉.

Recall that when Vp,Wp ∈ TpM are vertical vectors, we have TVpWp is simply the sec-
ond fundamental form of the fibre π−1(π(p)) as a submanifold of M . Thus, the first two
fundamental equations are simply the Gauss and Codazzi equations from Theorem 3.19 and
Theorem 3.24, respectively.

Theorem 4.17 From [5, Theorem 1] If U, V,W, F are vertical vector fields on M and X is
a horizontal vector field on M , then

{0 }. 〈RUVW,F 〉 = 〈R̂UVW,F 〉 − 〈TUF, TVW 〉+ 〈TUW,TV F 〉,

{1 }. 〈RUVW,X〉 = 〈(∇UT )VW,X〉 − 〈(∇V T )UW,X〉.

We now prove the fundamental equations containing two, three, and four horizontal vector
fields one at a time. We first prove a lemma.

Lemma 4.18 Fix p ∈ M and let Xp, Yp ∈ TpM be horizontal vectors. Then there are basic
fields X, Y ∈ Γ(TM) such that X

∣∣
p

= Xp and Y
∣∣
p

= Yp and [X, Y ] is vertical at p.
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Proof. Let (X∗)π(p) = [π∗]pXp and (Y∗)π(p) = [π∗]pYp. In a chart (U,ϕ) with local coordinates
(x1, . . . , xn), we can write (X∗)π(p) = ai ∂

∂xi

∣∣
π(p)

and (Y∗)π(p) = bi ∂
∂xi

∣∣
π(p)

for some ai, bi ∈ R.

Let ρ ∈ C∞(M) be a bump function on M with ρ = 1 in a neighborhood W of π(p) and
supp(ρ) ⊆ U . On B we can extend these vectors to global vector fields X∗ and Y∗, respec-
tively by defining X∗ = ρai ∂

∂xi
and Y∗ = ρbi ∂

∂xi
. Now let X, Y ∈ Γ(TM) be the basic vector

fields on M which are π-related to X∗ and Y∗, respectively. Since [π∗]
∣∣
Hp

is injective, we have

X
∣∣
p

= Xp and Y
∣∣
p

= Yp.

Since ρ is constant on W , [X∗, Y∗] = ρ2aibj
[
∂
∂xi
, ∂
∂xj

]
= 0 on W . Since X is π-related

to X∗ and Y is π-related to Y∗, we have [X, Y ] is π-related to [X∗, Y∗]. Thus, [X, Y ] is
vertical on the open set π−1(W ), which contains p. �

Theorem 4.19 (From [5, Theorem 3]) Let V,W be vertical vector fields on M and let X, Y
be horizontal vector fields on M . Then

{2 }. 〈RXV Y,W 〉 = 〈TVX,TYW 〉 − 〈AXV,AYW 〉 − 〈(∇XT )VW,Y 〉 − 〈(∇VA)XY,W 〉.

Proof. Let p ∈ M . Using Lemma 4.18 and the fact that the equation is tensorial, we may
assume that X and Y are basic with vertical bracket at p. We compute each term of RXV Y .

The vector field [X, V ] is vertical since X is basic and V is vertical at p, so [X, V ]
∣∣
p

=

(V∇XV )(p)− (V∇VX)(p) = (V∇XV )(p)− (TVX)(p). Using Lemma 4.13 and the fact that
T is vertical, we have

(V∇[X,V ]Y )(p) = (T∇XV Y − TTVXY )(p). (25)

Applying Lemma 4.13 twice, we have

∇X∇V Y = ∇X(H∇V Y + TV Y )

= H∇X(H∇VX) + AX(H∇V Y ) + AX(TV Y ) + V∇X(TV Y ),

which implies
V∇X∇V Y = AX(H∇V Y ) + V∇X(TV Y ). (26)

Similarly,
V∇V∇XY = TV (H∇XY ) + V∇V (AXY ). (27)

Combining (25), (26), and (27), we have

〈RXV Y,W 〉(p) = 〈V∇X∇V Y − V∇V∇XY − V∇[X,V ]Y,W 〉(p)
= 〈AX(H∇V Y ) + V∇X(TV Y )− TV (H∇XY )

− V∇V (AXY )− T∇XV Y + TTVXY,W 〉(p)
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= 〈AX(∇V Y ) +∇X(TV Y )− TV (∇XY )

−∇V (AXY )− T∇XV Y + TTVXY,W 〉(p). (28)

Moreover, using Proposition 4.11 and the last part of Lemma 4.13, we have

〈AX(∇V Y )−∇V (AXY ),W 〉 = 〈−(∇VA)XY − A∇VXY,W 〉
= 〈−(∇VA)XY − AH∇VXY,W 〉
= −〈(∇VA)XY,W 〉 − 〈AAXV Y,W 〉
= −〈(∇VA)XY,W 〉+ 〈AYAXV,W 〉
= −〈(∇VA)XY,W 〉 − 〈AXV,AYW 〉. (29)

By definition of the induced connection on (2, 1)-tensors, we have

∇X(TV Y )− TV (∇XY )− T∇XVZ = (∇XT )V Y. (30)

Again applying Proposition 4.11, we have

〈TTVXY,W 〉 = −〈Y, TTVXW 〉
= −〈Y, TWTVX〉
= 〈TWY, TVX〉
= 〈TYW,TVX〉. (31)

Substituting (29), (30), and (31) into (28) gives

〈RXV Y,W 〉(p) = (〈TYW,TVX〉 − 〈AXV,AYW 〉+ 〈(∇XT )V Y,W 〉 − 〈(∇VA)XY,W 〉)(p)
= (〈TVX,TYW 〉 − 〈AXV,AYW 〉 − 〈(∇XT )VW,Y 〉 − 〈(∇VA)XY,W 〉)(p),

where the final equality follows from Lemma 4.16. �

We now present the final two fundamental equations. For simplicity, if h1, h2, h3, h4 ∈ TpM
are horizontal vectors, we define 〈R∗h1h2h3, h4〉 = 〈R∗h1∗h2∗h3∗, h4∗〉, where hi∗ = [π∗]phi.

Theorem 4.20 (From [5, Theorem 2]) Let X, Y, Z,H be horizontal vector fields and let V
be a vertical vector field. Then

{3 }. 〈RXYZ, V 〉 = 〈(∇XA)YZ, V 〉 − 〈(∇YA)XZ, V 〉 − 2〈TVZ,AXY 〉.

{4 }. 〈RXYZ,H〉 = 〈R∗XYZ,H〉+ 2〈AXY,AZH〉 − 〈AYZ,AXH〉+ 〈AXZ,AYH〉
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Proof. Since both equations are tensorial, we may again assume that X, Y, Z, and H are
basic and that [X, Y ] is vertical at p. We begin by computing the horizontal and vertical
components of RXYZ. Using Lemma 4.13 twice gives

∇X∇YZ = ∇X(H∇YZ + AYZ)

= H∇X(H∇YZ) + AX(H∇YZ) + AXAYZ + V∇X(AYZ), (32)

and reversing the roles of X and Y gives a similar equation for ∇Y∇XZ. Now using the fact
that [X, Y ] is vertical at p, Lemma 4.11, and Lemma 4.13, we have

(∇[X,Y ]Z)(p) = (H∇[X,Y ]Z)(p) + (V∇[X,Y ]Z)(p)

= (AZ([X, Y ]))(p) + (T[X,Y ]Z)(p)

= 2(AZAXY )(p) + 2(TAXYZ)(p). (33)

From (32) and (33), we have

(HRXYZ)(p) = (H∇X(H∇YZ) + AXAYZ

−H∇Y (H∇XZ)− AYAXZ − 2AZAXY )(p),
(34)

(VRXYZ)(p) = (AX(H∇YZ) + V∇X(AYZ)− AY (H∇XZ)

− V∇Y (AXZ)− 2TAXYZ)(p).
(35)

Let X∗, Y∗, H∗ be the vector fields on B corresponding to X, Y , and H, respectively. Notice
that [X∗, Y∗]|π(p) = [π∗]p[X, Y ]|p = 0. Now using Lemma 4.9 twice and the fact that [π∗]p
maps Hp isometrically onto TpB, we have

〈H∇X(H∇YZ)−H∇Y (H∇XZ), H〉(p) = 〈∇∗X∗∇
∗
Y∗Z∗ −∇

∗
Y∗∇

∗
X∗Z∗, H∗〉(π(p))

= 〈∇∗X∗∇
∗
Y∗Z∗ −∇

∗
Y∗∇

∗
X∗Z∗ −∇[X∗,Y∗]Z∗, H∗〉(π(p))

= 〈R∗X∗Y∗Z∗, H∗〉(π(p))

= 〈R∗XYZ,H〉(p).

Now using the skew-symmetry of AE and taking the inner product of (34) with H, we have

〈RXYZ,H〉(p) = 〈H∇X(H∇YZ)−H∇Y (H∇XZ), H〉(p)
+ (−2〈AZAXY,H〉 − 〈AYAXZ,H〉+ 〈AXAYZ,H〉)(p)

= (〈R∗XYZ,H〉+ 2〈AXY,AZH〉+ 〈AXZ,AYH〉 − 〈AYZ,AXH〉)(p)
= (〈R∗XYZ,H〉+ 2〈AXY,AZH〉 − 〈AYZ,AXH〉 − 〈AZX,AYH〉)(p),

which proves {4}. To prove {3}, take the inner product of (35) with V . Recalling that AE
reverses horizontal and vertical subspaces allows us drop the H operators. This gives

〈RXYZ, V 〉(p) = 〈AX(∇YZ) +∇X(AYZ)− AY (∇XZ)

−∇Y (AXZ)− 2TAXYZ, V 〉(p).
(36)
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Using Proposition 4.11 gives

〈TAXYZ, V 〉 = −〈Z, TAXY V 〉
= −〈Z, TVAXY 〉
= 〈TVZ,AXY 〉, (37)

and using the fact that A is horizontal and H[X, Y ]|p = 0, we have

(〈∇X(AYZ), V 〉 − 〈∇Y (AXZ), V 〉)(p) = (〈(∇XA)YZ, V 〉+ 〈AY (∇XZ), V 〉
− 〈(∇YA)XZ, V 〉 − 〈AX(∇YZ), V 〉)(p).

(38)

Substituting (37) and (38) into (36) gives the result. �

4.2.2 Example: O’Neill Tensors for the Complex Projective Space

Consider the Riemannian submersion P : S2n+1 → CPn from section 4.1. We want to com-
pute the O’Neill tensors for P . As usual, we identify Cn+1 with R2n+2 with the coordinates
(x1, y1, . . . , xn+1, yn+1) defined by zj = xj +

√
−1yj.

Lemma 4.21 The vector field S = xi ∂
∂yi
− yi ∂

∂xi
is tangent to S2n+1 and is a basis of the

vertical space at each point of S2n+1.

Proof. The vector field N = xi ∂
∂xi

+ yi ∂
∂yi

on Cn+1 is normal to S2n+1 everywhere. Using the

Euclidean metric on Cn+1, we have

〈N,S〉 =

〈
xi

∂

∂xi
+ yi

∂

∂yi
, xj

∂

∂yj
− yj ∂

∂xj

〉
=

n+1∑
i=1

−xiyi + yixi = 0.

Since S is normal to N , S is tangent to S2n+1, as desired. We now show that S is a basis
of the vertical space at every point. Fix p = (x1 +

√
−1y1, . . . , xn+1 +

√
−1yn+1) ∈ S2n+1.

Define a curve α : R→ S2n+1 by α(t) = e
√
−1tp. In local coordinates,

α(t) = (cos(t)x1 − sin(t)y1, sin(t)x1 + cos(t)y1,

. . . , cos(t)xn+1 − sin(t)yn+1, sin(t)xn+1 + cos(t)y1).

Hence, α′(0) = −yi ∂
∂xi

+ xi ∂
∂yi

= S(p). But notice that α(t) remains in the same fibre of P

for all t ∈ R, so α′(0) = Sp is tangent to the fibres and thus vertical. That is, [π∗]pSp = 0.
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Clearly S is nonzero at all points of S2n+1. In fact, on S2n+1 we have

〈S, S〉 =

〈
xj

∂

∂yj
− yj ∂

∂xj
, xj

∂

∂yj
− yj ∂

∂xj

〉
=

n+1∑
i=1

((
xi
)2

+
(
yi
)2
)

= 1.

So S is a unit vector field at all points on S2n+1 which is in the vertical space at each point.
Since S2n+1 has dimension 2n + 1 and CPn has dimension 2n, so each vertical space has
dimension 1. So Sp is an orthonormal basis of Vp at each p ∈ S2n+1. �

Let J : TCn+1 → TCn+1 be given by

J

(
aj

∂

∂xj
+ bj

∂

∂yj

)
= aj

∂

∂yj
− bj ∂

∂xj
.

Lemma 4.22 For any E,F ∈ Γ(TCn+1), we have

(i) ‖E‖ = ‖JE‖,

(ii) 〈E, JF 〉 = −〈JE, F 〉. In particular, 〈JE,E〉 = 0.

(iii) If Xp ∈ TpS2n+1 is horizontal, then so is JXp.

Proof. (i) and (ii) are simple calculations. We prove (iii). Using the fact that S = JN and
J2 = − Id, we have

〈JXp, Np〉 = −〈Xp, JNp〉 = −〈Xp, J
2Sp〉 = 〈Xp, Sp〉 = 0.

Thus, JXp is tangent to S2n+1, since it is orthogonal to the normal vector field N for S2n+1.
Now JXp is in the horizontal vector space at p because

〈JXp, Sp〉 = −〈Xp, JSp〉 = 〈Xp, Np〉 = 0.

�

Using J , we can now describe the O’Neill tensors.

Theorem 4.23 Let X, Y ∈ Γ(S2n+1) be horizontal vector fields. We have

(i) T = 0,
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(ii) AXY = 〈X, JY 〉S,

(iii) AXS = JX.

Proof. We first prove (i). Notice that for any p ∈ S2n+1, the fibre containing p is {λp : λ ∈ S1},
which is a great circle of S2n+1. By Proposition 4.12, T = 0.

We now prove (ii). In local coordinates, write X = f i ∂
∂xi

+ gi ∂
∂yi

. Then ∇XS =

f i∇ ∂

∂xi
(S) + gi∇ ∂

∂yi
(S), and

∇ ∂

∂xi
S = ∇ ∂

∂xi

(
xj

∂

∂yj
− yj ∂

∂xj

)
=

((
∂

∂yi
+ xj∇ ∂

∂xi

∂

∂yj

)
−
(

0 + yj∇ ∂

∂xi

∂

∂xj

))
=

∂

∂yi
.

Similarly, ∇ ∂

∂yi
S = − ∂

∂xi
. Thus, we have

∇XS = f i
∂

∂yi
− gi ∂

∂xi
= JX.

Taking the component of the above vector field which is tangent to S2n+1 and applying
Proposition 3.11 and part (iii) of Lemma 4.22, we obtain

∇XS = JX. (39)

We have AXY = V∇XY = 〈∇XY, S〉S = −〈Y,∇XS〉S = −〈Y, JX〉S = 〈X, JY 〉S, which
proves (ii). Finally, we combine (39) and Lemma 4.22 to get AXS = H∇XS = H(JX) = JX,
which proves (iii). �

We now use use the O’Neill tensors to compute the curvature operator R∗ of CPn.

Proposition 4.24 The curvature tensor R∗ of CPn satisfies

R∗(x, y, z, h) = 〈x, h〉〈y, z〉 − 〈x, z〉〈y, h〉 − 2〈x, Jy〉〈z, Jh〉+ 〈y, Jz〉〈x, Jh〉+ 〈z, Jx〉〈y, Jh〉

for all horizontal x, y, z, h ∈ TpS2n+1 and for all p ∈ S2n+1.

Proof. From {4} in Theorem 4.20, we have

〈R∗xyz, h〉 = 〈Rxyz, h〉 − 2〈Axy, Azh〉+ 〈Ayz, Axh〉+ 〈Azx,Ayh〉
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= 〈Rxyz, h〉 − 2〈〈x, Jy〉S, 〈z, Jh〉S〉+ 〈〈y, Jz〉S, 〈x, Jh〉S〉+ 〈〈z, Jx〉S, 〈y, Jh〉S〉
= 〈Rxyz, h〉 − 2〈x, Jy〉〈z, Jh〉+ 〈y, Jz〉〈x, Jh〉+ 〈z, Jx〉〈y, Jh〉,

where R is the curvature tensor of S2n+1. But from Example 3.37, we have 〈Rxyz, h〉 =
〈x, h〉〈y, z〉 − 〈x, z〉〈y, h〉, which completes the proof. �

Proposition 4.25 For orthonormal vectors x, y ∈ TpCPn, the sectional curvature of the
plane spanned by {x, y} is

sec(x, y) = 1 + 3〈x, Jy〉2.

Proof. The previous proposition gives

sec(x, y) = 〈R∗xyy, x〉
= 〈x, x〉〈y, y〉 − 〈x, y〉〈y, x〉 − 2〈x, Jy〉〈y, Jx〉+ 〈y, Jy〉〈x, Jx〉+ 〈y, Jx〉〈y, Jx〉.

Using the fact that {x, y} is an orthonormal set and Lemma 4.22, this simplifies to

sec(x, y) = 1− 0 + 2〈Jx, y〉2 + 0 + 〈Jx, y〉2.

�

Corollary 4.26 For all n ≥ 2, the sectional curvatures at each point of CPn take on all
values between 1 and 4, inclusive.

Proof. Let n ≥ 2 and fix p ∈ CPn. CPn has dimension at least four, and the vertical space has
already been found to have dimension equal to one, so the horizontal vector space at p has
dimension at least three. Applying the previous lemma, there is a set of three orthonormal
vectors {x, Jx, y} in the horizontal vector space at p. Define z(θ) = cos(θ)Jx + sin(θ)y.
Notice that z(θ) is a unit vector in the horizontal space at p and is perpendicular to x for
all θ ∈ R. Thus,

sec(z(θ), x) = 1 + 3〈cos(θ)Jx+ sin(θ)y, Jx〉2

= 1 + 3 (cos(θ)〈Jx, Jx〉+ sin(θ)〈y, Jx〉)2

= 1 + 3 cos2(θ).

Since cos2(θ) takes on values between 0 and 1, inclusive, the sectional curvatures at p take
on all values between 1 and 4, inclusive. �

Proposition 4.27 The Gaussian curvature of CP1 is everywhere equal to 4.
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Proof. Since CP1 is a two dimensional manifold, the sectional curvature is constant and the
Gaussian curvature at p is the sectional curvature at p. Let x ∈ TpS2n+1 be a horizorizontal
unit vector, so {x, Jx} is an orthonormal basis for the horizontal vector space at p. Hence

K(p) = sec(x, Jx) = 1 + 3〈x, Jx〉2 = 1 + 3〈x,−x〉2 = 4.

�

Remark 4.28 In Example 3.37 we found that the sphere Sn equipped with the round metric
gSn has sectional curvature everywhere equal to 1. But S2 is diffeomorphic to CP1, so the
previous corollary shows that the Fubini-Study metric on CP1 is 1

4
gS2 .

4.2.3 O’Neill Tensors for Vector Bundle Submersion

We showed in section 2.4 and Example 4.3 that given a Riemannian manifold (M, g), a vector
bundle E → M with connection ∇E and fibre metric h, there is an induced Riemannian
metric ĝ for E which makes the projection π : E → M into a Riemannian submersion. We
now want to compute the O’Neill tensors for this submersion.

Lemma 4.29 Suppose ∇E is a connection on a vector bundle E. Then

(∇E
mh)ij =

∂hij
∂xm

− Γpmihpj − Γpmjhip

for all 1 ≤ i, j ≤ k and 1 ≤ m ≤ n.

Proof. Let {s1 . . . , sk} be the dual frame for {s1, . . . , sk}. In this frame, the fibre metric h
has the form h = hijs

i ⊗ sj. By definition of the dual connection, we have

∇ ∂
∂xm

si = −Γimps
p.

Now computing, we have

∇E
mh = ∇ ∂

∂xm
(hijs

i ⊗ sj)

=
∂hij
∂xm

si ⊗ sj + hij∇ ∂
∂xm

(si ⊗ sj)

=
∂hij
∂xm

si ⊗ sj − hijΓimpsp ⊗ sj − hijΓjmpsi ⊗ sp

=

(
∂hij
∂xm

− hpjΓpmi − hipΓ
p
mj

)
si ⊗ sj,

which proves the result. �
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Proposition 4.30 Fix a point ϑ ∈ E. By choosing an appropriate local frame for E, we
assume Γlij(x0) = 0, where x0 = (x1

0, . . . , x
n
0 ) are coordinates in M for π(ϑ). Defining

fibre coordinates in terms of this choice of local frame, we have ϑ is identified with a tuple
(x0, y0) = (x1

0, . . . , x
n
0 , y

1
0, . . . , y

k
0). In this set of local coordinates, the expressions for T and

A are given by

T ∂
∂yp
|(x0,y0)

∂

∂yq

∣∣∣∣
(x0,y0)

= −1

2
gml
(
∇E
l h
)
pq

∂

∂xm

∣∣∣∣
(x0,y0)

,

A ∂
∂xp
|(x0,y0)

∂

∂yq

∣∣∣∣
(x0,y0)

=
1

2
gml(Fpm)bay

ahbq
∂

∂xl

∣∣∣∣
(x0,y0)

.

where all functions on the right hand side are evaluated at (x0, y0), and F is the curvature
tensor of ∇E

Proof. In the following, we ignore the Einstein convention for the indices l and m and
write the sums explicitly. For other indices, we use the Einstein convention. For notational
purposes, we define the local coordinates (u1, . . . , un+k) = (x1, . . . , xn, y1, . . . , yk). Moreover,
if s is an index between 1 and k, we define l = l + n. Notice, for example, that ∂

∂ul
= ∂

∂yl
.

This will help keep notation clear us as we compute T and A in local coordinates.

T ∂
∂yp

∂

∂yq
= H

(
∇ ∂

∂yp

∂

∂yq

)
= H

(
∇ ∂

∂u
p

∂

∂uq

)
=

n+k∑
m=1

H
(

Ωm
pq

∂

∂um

)

= H

(
n∑

m=1

(
Ωm
pq

∂

∂xm

)
+

k∑
m=1

(
Ωm
pq

∂

∂ym

))

= H
( n∑
m=1

(
Ωm
pq

∂

∂xm
− ΓmijΩ

i
pqy

j ∂

∂ym

)

+
k∑

m=1

(
ΓmijΩ

i
pqy

j ∂

∂ym
+ Ωm

pq

∂

∂ym

))
=

n∑
m=1

(
Ωm
pq

∂

∂xm
− ΓmijΩ

i
pqy

j ∂

∂ym

)
We need to compute Ωm

pq for any 1 ≤ m ≤ n. Indeed, using Proposition 2.43, we have

Ωm
pq =

1

2

n+k∑
l=1

ĝml
(
∂ĝql

∂up
+
∂ĝpl

∂uq
−
∂ĝpq

∂ul

)
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=
1

2

n∑
l=1

ĝml
(

∂

∂yp
ĝ

(
∂

∂xl
,
∂

∂yq

)
+

∂

∂yq
ĝ

(
∂

∂xl
,
∂

∂yp

)
− ∂

∂xl
ĝ

(
∂

∂yp
,
∂

∂yq

))

+
1

2

k∑
l=1

ĝml
(

∂

∂yp
ĝ

(
∂

∂yl
,
∂

∂yq

)
+

∂

∂yq
ĝ

(
∂

∂yl
,
∂

∂yp

)
− ∂

∂yl
ĝ

(
∂

∂yp
,
∂

∂yq

))
=

1

2

n∑
l=1

ĝml
(

Γalphaq + Γalqhap −
∂hpq
∂xl

)
+ 0.

Evaluating at (x0, y0) and applying the previous lemma, we obtain

Ωm
pq(x0, y0) = −1

2

n∑
l=1

gml(∇E
l h)pq.

All together, we have(
T ∂
∂yp

∂

∂yq

)
(x, y) =

n∑
l=1

(
Ωl
pq

∂

∂xl
− ΓlijΩ

i
pqy

j ∂

∂yl

) ∣∣∣∣
(x,y)

= −1

2

n∑
m,l=1

gml(∇E
l h)pq

∂

∂xm
.

We now compute the second O’Neill tensor.

A ∂
∂xp
−Γlpjy

j ∂

∂yl

(
∂

∂yq

)
= H

(
∇ ∂

∂xp
−Γlpjy

j ∂

∂yl

(
∂

∂yq

))
= H

(
∇ ∂

∂xp

(
∂

∂yq

))
− Γlpjy

jH
(
∇ ∂

∂yl

(
∂

∂yq

))
= H

(
Ωl
pq

∂

∂ul

)
− Γlpjy

jH
(
∇ ∂

∂yl

(
∂

∂yq

))
= H

(
n∑
l=1

Ωl
pq

∂

∂xl
+

k∑
l=1

Ωl
pq

∂

∂yl

)
− Γlpjy

jH
(
∇ ∂

∂yl

(
∂

∂yq

))
=

n∑
l=1

(
Ωl
pq

∂

∂xl
− Ωl

pqΓ
m
lj y

j ∂

∂ym

)
− Γlpjy

jH
(
∇ ∂

∂yl

(
∂

∂yq

))
.

We need to compute Ωl
pq(x) for 1 ≤ l ≤ n. Indeed, we have

Ωl
pq =

n+k∑
m=1

1

2
ĝml
[
∂ĝqm

∂up
+
∂ĝpm

∂uq
−
∂ĝpq

∂um

]
.
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Consider when n + 1 ≤ m ≤ n + k. Since 1 ≤ l ≤ n and the Christoffel symbols vanish at
x0, we have ĝml(x0) = 0. So the last k terms of the sum vanish at (x0, y0), giving

Ωl
pq(x0, y0) =

(
n∑

m=1

1

2
ĝml
[
∂ĝqm

∂up
+
∂ĝpm

∂uq
−
∂ĝpq

∂um

]) ∣∣∣∣
(x0,y0)

.

Suppose 1 ≤ m ≤ n. Then

1

2
ĝml
(
∂ĝqm

∂up
+
∂ĝpm

∂uq
−
∂ĝpq

∂um

)
=

1

2
ĝml
(

∂

∂xp
ĝ

(
∂

∂yq
,
∂

∂xm

)
+

∂

∂yq
ĝ

(
∂

∂xp
,
∂

∂xm

)
− ∂

∂xm
ĝ

(
∂

∂xp
,
∂

∂yq

))
=

1

2
ĝml
(

∂

∂xp
(
Γbmay

ahbq
)

+
∂

∂yq
(
gpm + ΓbpaΓ

d
mcy

aychbd
)
− ∂

∂xm
(
Γbpay

ahbq
))

=
1

2
ĝml
(
∂Γbma
∂xp

yahbq + Γbmay
a∂hbq
∂xp

+ ΓbpqΓ
d
mcy

chbd + ΓbpaΓ
d
mqy

ahbd −
∂Γbpa
∂xm

yahbq − Γbpay
a∂hbq
∂xm

)
.

Evaluating at (x0, y0), we obtain

1

2
ĝml
(
∂ĝqm

∂up
+
∂ĝpm

∂uq
−
∂ĝpq

∂um

)
=

1

2
gml

(
∂Γbma
∂xp

−
∂Γbpa
∂xm

)
yahbq

=
1

2
gml (Fpm)ba y

ahbq,

where the right hand side is assumed to be evaluated at (x0, y0), and Fpm is the matrix of
local functions corresponding to the curvature tensor of the connection on E at p. Putting
it all together at (x0, y0), we have(

A ∂
∂xp
−Γlpjy

j ∂

∂yl

(
∂

∂yq

))
(x0, y0) =

(
n∑
l=1

Ωl
pq

∂

∂xl
− Ωl

pqΓ
m
lj y

j ∂

∂ym

)∣∣∣∣∣
(x0,y0)

=
n∑
l=1

Ωl
pq(x0, y0)

∂

∂xl

∣∣∣∣
(x0,y0)

=
n∑

l,m=1

1

2
gml (Fpm)ba y

ahbq
∂

∂xl

∣∣∣∣
(x0,y0)

.

�

76



Corollary 4.31 T = 0 iff ∇h = 0, and A = 0 iff F = 0 where F is the curvature of ∇E.

Proof. This follows immediately from the previous proposition and the fact that TX and AV
are skew symmetric operators for all vector fields X on E. �

Corollary 4.32 The fibres of π are all totally geodesic iff h is metric compatible.

Proof. Follows from the previous corollary and Proposition 4.12. �

References

[1] William M. Boothby, An introduction to differentiable manifolds and Riemannian geometry, Second,
Pure and Applied Mathematics, vol. 120, Academic Press, Inc., Orlando, FL, 1986. MR861409

[2] Manfredo Perdigão do Carmo, Riemannian geometry, Mathematics: Theory & Applications, Birkhäuser
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