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Chapter 1

Introduction

In this paper we will discuss two specific calibrations on Cn and their corresponding sub-
manifolds.

A calibration on an oriented Riemannian manifold M is a closed k-form ϕ such that
for any orientable submanifold N we have

ϕ|N ≤ vol|N
where vol is the volume form on M . We call a submanifold calibrated if we have equality
in the above relation. We will show that calibrated submanifolds are volume-minimizing
in their homology class. The calibrations on Cn that we are interested in are the special
Lagrangian calibration and the Kähler calibration.

The Kähler calibration is given by ωk/k! where ω is the standard Kähler form on Cn.
It is a 2k-form so the submanifolds it calibrates are 2k-dimensional. In fact we will show
that the submanifolds of Cn calibrated by the Kähler calibration are precisely the complex
submanifolds of Cn. We can derive the Cauchy-Riemann equations on Cn from the relation
defining a calibrated submanifold and we will do this derivation for C2.

The special Lagrangian calibration is α = Re(dz1∧· · ·∧dzn) and the submanifolds of Cn

it calibrates are the special Lagrangian submanifolds. We will show that being calibrated
by α is essentially equivalent to a submanifold N satisfying

1. ω|N ≡ 0 and

2. Im(dz1 ∧ · · · ∧ dzn)|N ≡ 0.

Note that submanifolds satisfying condition (1) are generally called Lagrangian and so our
submanifolds are special Lagrangian. We can also change the phase of the form α defined
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above and still have a calibration, and the submanifolds it calibrates will still be called
special Lagrangian. We do this by taking αθ = Re(eiθdz1 ∧ · · · ∧ dzn).

We will also derive partial differential equations defining the special Lagrangian in two
special cases: when the submanifold is the graph of a function and when the submanifold is
the level set of functions f1, . . . , fn such that ∇f1, . . . ,∇fn are linearly independent. Both
of these equations will be very non-linear and hence very difficult to solve in general. In
each case we will work out a specific example: in the first case we will work out a specific
example of submanifolds that are invariant under the diagonal action of SO(n) and in the
second case we will work out a specific example of submanifolds that are invariant under
T n−1 as a subgroup of SU(n).

We will end the paper by noting a correspondence between complex submanifolds and
special Lagrangian submanifolds on C2 when it is identified with the quaternions H.
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Chapter 2

Background

Definition 2.0.1. A volume form on a smooth orientable n-manifold M is an n-form σ
such that σ(p) 6= 0 ∀p ∈ M .

The existence of a volume form on a manifold is equivalent to that manifold being
orientable [1]. We say that two volume forms σ, ρ are equivalent if σ = fρ for f ∈ C∞(M)
with f(p) > 0 ∀p ∈ M .

Definition 2.0.2. An orientation on an orientable manifold is a choice of equivalence class
of volume forms.

If M is orientable and connected there are always two choices of orientation. To see
this, let σ = s(x)dx1 ∧ · · · ∧ dxn for some s ∈ C∞(M) be a local coordinate representation
of a volume form on an orientable n-manifold M . Then −σ is also a volume form and it is
clearly not in the equivalence class of σ. Let ρ = r(x)dx1 ∧ · · · ∧ dxn for some r ∈ C∞(M)
be another volume form on M . Suppose, without loss of generality, that s(x) > 0 and let
f(x) = r(x)/s(x). If r(x) > 0 then f(x) > 0 and ρ = f(x)σ which implies that ρ ∈ [σ].
Otherwise if r(x) < 0 then −f(x) > 0 and ρ = (−f(x))(−σ) and so ρ ∈ [−σ]. Since ρ
was arbitrary, every volume form is either in [σ] or [−σ], so there are only two equivalence
classes of volume forms and hence two choices of orientation.

On a oriented Riemannian n-manifold (M, g) we can choose a canonical volume form,
vol, for an orientation by requiring, for a local orthonormal frame e1, . . . , en of TM , that
vol(e1, . . . , en) = 1. We will show that in coordinates this form becomes vol =

√
det(g)dx1∧

· · · ∧ dxn.

Given an oriented local orthonormal frame e1, . . . , en of TM we have the associated
oriented coframe e1, . . . , en. Then we must have vol = e1 ∧ · · · ∧ en. Let dx1, . . . , dxn be a
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local coordinate coframe for T ∗M and ei = Ai
jdxj. Then

vol = e1 ∧ · · · ∧ en

= A1
i1
dxi1 ∧ · · · ∧ An

indxin

= A1
i1
· · ·An

indxi1 ∧ · · · ∧ dxin

= det(A)dx1 ∧ · · · ∧ dxn.

Now,

g = δkle
kel

= δklA
k
i dxiAl

jdxj

gijdxidxj = δklA
k
i A

l
jdxidxj,

so gij = δklA
k
i A

l
j or in matrix form g = AAt. This gives us det(g) = det(AAt) or det(A) =√

det(g). So we have

vol =
√

det(g)dx1 ∧ · · · ∧ dxn.

It is easy to show that this local coordinate description of the volume form associated to
a Riemannian metric g and a choice of orientation is a well-defined global n-form.

Definition 2.0.3. The volume of a compact oriented submanifold N of a Riemannian
manifold (M, g) is given by

Vol(N) =

∫

N

volN

where volN is the volume form on N associated to the induced Riemannian metric g|N and
the given orientation.

We will also need Stokes’ theorem to prove a later result so we will state it now.

Theorem 2.0.4 (Stokes’ Theorem). Let M be a oriented n-manifold with boundary ∂M ,
and let ω be a (compactly supported) smooth (n− 1)-form. Then

∫

M

dω =

∫

∂M

ω.

For a proof of Stokes’ theorem see [1].
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Chapter 3

Calibrations

Definition 3.0.5. A k-form ϕ on a Riemannian n-manifold (M, g), is called a calibration
if

1. ϕ is closed, i.e. dϕ = 0

2. for every k-dimensional orientable submanifold N of M , if volN is the induced volume
form on N then ϕ|N ≤ volN .

Condition (2) in the above definition is equivalent to the condition that for every set
of k orthonormal tangent vector fields X1, . . . , Xk we have ϕ(X1, . . . , Xk) ≤ 1. We can
define an object called the comass on forms and condition (2) is also called the comass one
condition.

Definition 3.0.6. If ϕ is a calibration on (M, g) then an orientable submanifold N of M
is called a calibrated submanifold or ϕ-submanifold if ϕ|N = volN .

Likewise, definition 3.0.6 is equivalent to: for any p ∈ N and any oriented orthonormal
basis X1, . . . , Xk of TpN we have that ϕ(X1, . . . , Xk) = 1.

Now we will give a very rough idea of what it means for two orientable manifolds to be
in the same homology class. It will be enough for our purposes.

Definition 3.0.7. Two orientable manifolds (N1, vol1), (N2, vol2) with volume forms vol1
and vol2 respectively are in the same homology class if there exists a manifold with bound-
ary L such that ∂L = (N1, vol1) ∪ (N2,−vol2). See figure 3.1.

Theorem 3.0.8 (Fundamental Theorem of Calibrations). Let (M, g) be a Riemannian
manifold, ϕ a calibration on M , and N an orientable compact ϕ-submanifold of M . Then
N is volume-minimizing in its homology class.
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L

N1

N2

Figure 3.1: The manifold with boundary L such that ∂L = (N1, vol1) ∪ (N2,−vol2) with
arrows indicating the corresponding orientations.

Proof. Let N ′ be another compact oriented submanifold of M in the homology class of N .
Let volN and volN ′ be the volume forms of N and N ′ respectively. Let L be a submanifold
of M such that ∂L = (N, volN) ∪ (N ′,−volN ′). Then

∫

N

ϕ|N −
∫

N ′
ϕ|N ′ =

∫

∂L

ϕ

=

∫

L

dϕ

= 0

and so ∫

N

ϕ|N =

∫

N ′
ϕ|N ′ .

Now we have

Vol(N) =

∫

N

volN

=

∫

N

ϕ|N because N is calibrated

=

∫

N ′
ϕ|N ′

≤
∫

N ′
volN ′ by condition (2) in definition 3.0.5

= Vol(N ′).

So Vol(N) ≤ Vol(N ′) and so N is volume-minimizing in its homology class.
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The idea for this proof is from a book by Gross, Huybrechts and Joyce, [2].
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Chapter 4

Structures on Cn

For the rest of the paper the manifold we are working over will always be Cn = Rn + iRn

with coordinates (x1, . . . , xn, y1, . . . , yn) or (z1, . . . , zn, z̄1, . . . , z̄n) where zj = xj + iyj. The
metric is the standard Euclidean metric on R2n denoted 〈·, ·〉. There is also a Kähler form
ω =

∑
j(i/2)dzj ∧ dz̄j =

∑
j dxj ∧ dyj. The complex structure on Cn is given by a bundle

map J : T (Cn) → T (Cn) defined by J
(

∂
∂xj

)
= ∂

∂yj and J
(

∂
∂yj

)
= − ∂

∂xj .

Lemma 4.0.9. For all V,W ∈ T (Cn), 〈JV, W 〉 = ω(V,W ).

Proof. Let V, W ∈ T (Cn) with V = V j
1

∂
∂xj + V j

2
∂

∂yj and W = W j
1

∂
∂xj + W j

2
∂

∂yj . Then

〈JV, W 〉 =

〈
V j

1

∂

∂yj
− V j

2

∂

∂xj
,W j

1

∂

∂xj
+ W j

2

∂

∂yj

〉

=
∑

j

(
V j

1 W j
2 − V j

2 W j
1

)

and

ω(V, W ) = ω

(
V j

1

∂

∂xj
+ V j

2

∂

∂yj
, W j

1

∂

∂xj
+ W j

2

∂

∂yj

)

=
∑

j

(
V j

1 W j
2 − V j

2 W j
1

)
.

Therefore 〈JV,W 〉 = ω(V, W ).
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Chapter 5

The Kähler calibration

In this chapter we will show that the 2k-form ωk/k! is a calibration and that the subman-
ifolds that it calibrates are the complex submanifolds.

Definition 5.0.10. An oriented 2k-submanifold N is complex if every tangent space is
invariant under multiplication by i, i.e. for all p ∈ N we have J(TpN) = TpN and the
orientation is given by the ordered local basis v1, Jv1, v2, Jv2, . . . , vk, Jvk where v1, . . . , vk

is a linearly independent set of local vector fields.

Since ω is closed, so is ωk/k!. To show that ωk/k! is a calibration it remains to show
that it satisfies the comass one condition.

Theorem 5.0.11 (Wirtinger’s Inequality). Let N be an oriented 2k real dimensional sub-
manifold and let {X1, . . . , X2k} be a local frame for TN . Then

ωk(X1, . . . , X2k) ≤ k!volN(X1, . . . , X2k)

with equality if and only if N is a complex submanifold.

Proof. First note that a change of frame will multiply both sides of the inequality by det B
where B is the change of frame matrix. So we can choose any frame for TN .

Let p ∈ N be arbitrary.

Suppose k = 1. Let X, Y ∈ TpN be an orthonormal basis. Then we have ω(X, Y ) =
〈JX, Y 〉 and by the Cauchy-Schwartz inequality |〈JX, Y 〉| ≤ ‖JX‖‖Y ‖ = 1 with equality
if and only if JX and Y are linearly dependent. So ω(X, Y ) ≤ 1 with equality if and only
if JX = Y ie N is complex.
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Let k be arbitrary. Define a map A : TpN → TpN by 〈AX, Y 〉 = ω(X,Y ) ∀Y ∈ TpN .
Note that AX ⊥ X for all X 6= 0 ∈ TpN since 〈AX, X〉 = ω(X,X) = 0. We have

〈AX, AY 〉 = ω(X, AY )

= 〈JX,AY 〉
= 〈AY, JX〉
= ω(Y, JX)

= 〈JY, JX〉
= 〈X, Y 〉,

so A is an orthogonal matrix, i.e. AT = A−1. Also

〈Y, A2X〉 = 〈A2X,Y 〉
= ω(AX, Y )

= −ω(Y, AX)

= −〈AY, AX〉

⇔

Y T A2X = −(AY )T AX

Y T A2X = −Y T AT AX

⇒

A2 = −AT A

= −A−1A

= −I. (5.1)

Suppose that for some X 6= 0 ∈ TpN we have that AX = 0. Then since 0 = 〈AX, Y 〉 =
ω(X, Y ) = 〈JX, Y 〉 for all Y ∈ TpN we have that JX ⊥ TpN and so TpN cannot be
complex. Also, if we take any frame for TpN that includes X, say {X,Y2, . . . , Y2k}, then

ωk(X,Y2, . . . , Y2k) = 0 ≤ k!voln(X, Y2, . . . , Y2k).

So, Wirtinger’s inequality is satisfied trivially.

Suppose that AX 6= 0 for all X 6= 0 ∈ TpN . Let X1 be a unit vector in TpN . Let
X2 = AX1/‖AX1‖. Then AX1 = a1X2 where a1 = ‖AX1‖ and X2 ⊥ X1, ‖X2‖ = 1.

12



Choose X3 ∈ TpN so that X3 ⊥ X1, X2 and ‖X3‖ = 1. Then we can find a2 ∈ R and
X4 ∈ TpN so that AX3 = a2X4, X4 ⊥ X3 and ‖X4‖ = 1. Continuing this process we
get orthonormal vectors X1, . . . , X2k and real numbers a1, . . . , ak so that AX2j−1 = ajX2j.
Now

〈AX2j, X2j−1〉
= ω(X2j, X2j−1)

= −ω(X2j−1, X2j)

= −〈AX2j−1, X2j〉
= −〈ajX2j, X2j〉
= −aj,

and for 1 ≤ l ≤ 2k, l 6= 2j − 1

〈AX2j, Xl〉 = 〈A(
1

aj

AX2j−1, Xl〉

=
1

aj

〈A2X2j−1, Xl〉

=
1

aj

〈−X2j−1, Xl〉 by (5.1)

=
−1

aj

〈X2j−1, Xl〉

= 0 as l 6= 2j − 1.

So AX2j = −ajX2j−1. Then we have

aj = 〈AX2j, X2j−1〉
= ω(X2j, X2j−1)

= 〈JX2j, X2j−1〉
≤ ‖JX2j‖‖X2j−1‖ = 1

with equality if and only if JX2j = X2j−1 by the Cauchy-Schwartz inequality.

Note that

ω(Xi, Xj) =

{
al i = j − 1 and 2l = i or j
0 otherwise

. (5.2)

So

ωk(X1, . . . , X2k) = (ω ∧ · · · ∧ ω)(X1, . . . , X2k)|
=

∑
σ∈S2k

ω(Xσ(1), Xσ(2))| · · · |ω(Xσ(2k−1), Xσ(2k)).
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We can rewrite this using equation 5.2 to get

ωk(X1, . . . , X2k) =
∑
σ∈Sk

ω(Xσ(1), Xσ(1)+1)| · · · |ω(Xσ(k), Xσ(k)+1)

=
∑
σ∈Sk

〈AXσ(1), Xσ(1)+1〉 · · · 〈AXσ(k), Xσ(k)+1〉

=
∑
σ∈Sk

aσ(1) · · · aσ(k)

= k!a1 · · · ak

≤ k!

with equality if and only if X2j−1 = JX2j, ie N is complex.

The idea for this proof is from a book by Balmann [3]. So ωk/k! is a calibration on Cn

and from Wirtinger’s inequality we see that the calibrated submanifolds are exactly the
complex submanifolds.

5.1 Cauchy-Riemann Equations in C2

Let L be a ω-calibrated submanifold of C2 which is a graph. Then L = {(x, y, u(x, y), v(x, y)) :
x, y ∈ R} for some smooth maps u, v : R2 → R. Let p ∈ L. Then TpL = span{(1, 0, ux, vx), (0, 1, uy, vy)}.

In this chapter we will derive the Cauchy-Riemann equations using the fact that L is
calibrated by ω. Recall that the calibration condition is ω = vol|L and that the canonical
volume form in coordinates on L is

√
det gdx∧ dy. So we will need to compute ω and g in

coordinates on TpL.

On TpL we have that

ω = dx1 ∧ dy1 + dx2 ∧ dy2

= dx ∧ dy + du ∧ dv

= dx ∧ dy +

(
∂u

∂x
dx +

∂u

∂y
dy

)
∧

(
∂v

∂x
dx +

∂v

∂y
dy

)

= (1 + uxvy − uyvx)dx ∧ dy,

and

g =

[
1 + u2

x + v2
x uxuy + vxvy

uxuy + vxvy 1 + u2
y + v2

y

]
.
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Now,

ω =
√

det gdx ∧ dy

⇔ (1 + uxvy − uyvx)
2 = (1 + u2

x + v2
x)(1 + u2

y + v2
y)− (uxuy + vxvy)

2

⇔ 1 + 2uxvy − 2uyvx + u2
xv

2
y − 2uxvyuyvx + u2

yv
2
x

= 1 + u2
x + u2

y + v2
x + v2

y + u2
xv

2
y + v2

xu
2
y − 2uxuyvxvy

⇔ u2
x − 2uxvy + v2

y + u2
y + 2uyvx + v2

x = 0

⇔ (ux − vy)
2 + (uy + vx)

2 = 0,

which is equivalent to ux = vy and uy = −vx which are indeed the Cauchy-Riemann
equations.
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Chapter 6

Special Lagrangian submanifolds of
Cn

Definition 6.0.1. A submanifold L of C2n is called Lagrangian if ω|L ≡ 0.

The form ω is in fact a symplectic form and Lagrangian submanifolds are important in
symplectic geometry [4].

Let α, β be n-forms such that dz1 ∧ · · · ∧ dzn = α + iβ. In this chapter we will show
that α is a calibration and that submanifolds calibrated by α are in fact Lagrangian with
an extra condition. To do this will will first need to prove Hadamard’s inequality.

Lemma 6.0.2 (Hadamard’s Inequality). Let A be an n × n matrix with column vectors
a1, . . . , an. Then

| det A| ≤
n∏

i=1

‖ai‖

with equality if and only if the ai’s are orthogonal.

Proof. The inequality in trivial if the columns of A are linearly dependent. Assume the
columns of A are linearly independent. Then using Gram-Schmidt find an orthonormal
basis b1, . . . , bn of Rn such that

spanR{a1, . . . , ai} = spanR{b1, . . . , bi} ∀1 ≤ i ≤ n. (6.1)

Let B =




| |
b1 · · · bn

| |


 . Now for any v ∈ Rn we have

v =
n∑

i=1

〈v, bi〉bi (6.2)
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by orthonormality, and

‖v‖2 =
n∑

i=1

〈v, bi〉2. (6.3)

From equations (6.1) and (6.2) we get

ai =
i∑

j=1

〈ai, bj〉bj. (6.4)

Let C = [ckl] be an upper-triangular n× n matrix such that

ckl = 〈al, bk〉 1 ≤ k ≤ l ≤ n
ckl = 0 l < k ≤ n.

Then equation (6.4) is equivalent to A = BC. So

(det A)2 = det(AT A)
= det(CT BT BC)
= det(CT C) by orthogonality of B
= (det C)2

=
n∏

i=1

〈ai, bi〉2 by properties of upper-triangular matrices

≤
n∏

i=1

(
i∑

j=1

〈ai, bj〉2
)

=
n∏

i=1

‖ai‖2 by equations (6.3) and (6.4).

Equality occurs if and only if 〈ai, bj〉 = 0 for all j 6= i, which occurs if and only if the ai’s
are orthogonal. Then equation (6.4) becomes ai = 〈ai, bi〉bi and so the ai’s are orthogonal.

If the ai’s are orthogonal then the Gram-Schmidt process will give ai = 〈ai, bi〉bi which
will give equality in the above equations.

Recall that for a matrix A with column vectors a1, . . . , an that | det A| = |a1∧ · · · ∧ an|.
Proposition 6.0.3. Let N be an n-dimensional submanifold of Cn over some open set U
and let ε1, . . . , εn be a local orthonormal frame for TN . Then |ε1∧· · ·∧εn∧Jε1∧· · ·∧Jεn| ≤
1 with equality if and only if N is Lagrangian over U .
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Proof. Lemma 6.0.2 states that |ε1∧· · ·∧εn∧Jε1∧· · ·∧Jεn| ≤ |ε1| · · · |εn||Jε1| · · · |Jεn| = 1
with equality if and only if ε1, . . . , εn, Jε1, . . . , Jεn are orthogonal. Since as a block matrix
J is [

0 −I
I 0

]

it is clearly orthogonal and therefore angle-preserving. The vectors ε1, . . . , εn, Jε1, . . . , Jεn

are orthogonal if and only if 〈Jεi, εk〉 = 0. This is true if and only if ω(εi, εk) = 0 by lemma
4.0.9. This gives us ω|N ≡ 0 which is the definition of Lagrangian.

For the next lemma we will need to use two different notions of the determinant of
a complex matrix. The first is the complex determinant denoted detC and it is what we
would ordinarily think of as the determinant of a complex matrix. The second is the
real determinant denoted detR, to find this determinant we think of a complex matrix
A = B + iC as a block matrix

AR =

[
B −C
C B

]

and take its determinant. We then get that detRA = (det B)2 + (det C)2 = Re(detCA)2 +
Im(detCA)2.

Proposition 6.0.4. For a local orthonormal tangent frame ε1, . . . , εn of an n-dimensional
submanifold N of Cn,

α(ε1, . . . , εn)2 + β(ε1, . . . , εn)2 = |ε1 ∧ · · · ∧ εn ∧ Jε1 ∧ · · · ∧ Jεn|.

Proof. Let e1, . . . , en, Je1, . . . , Jen be an oriented basis for Rn⊕Rn = Cn. Let A be a linear
map defined by A(ei) = εi, A(Jei) = Jεi. Note that A is C-linear by construction. Now

dz1 ∧ · · · ∧ dzn(ε1, · · · , εn)

= dz1 ∧ · · · ∧ dzn(Ae1, · · · , Aen)

= detCA,

by the definition of detC. Then

α(ε1, . . . , εn) = Re(detCA)

β(ε1, . . . , εn) = Im(detCA)
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so

α(ε1, . . . , εn)2 + β(ε1, . . . , εn)2

= Re(detCA)2 + Im(detCA)2

= detRA

= |detRA| since detRA is positive

= |Ae1 ∧ AJe1 ∧ · · · ∧ Aen ∧ AJen|
= |ε1 ∧ · · · ∧ εn ∧ Jε1 ∧ · · · ∧ Jεn|

Theorem 6.0.5. The n-form α is a calibration.

Proof. Let ε1, . . . , εn be orthonormal vector fields. By propositions 6.0.3 and 6.0.4 we have

α(ε1, . . . , εn)2 + β(ε1, . . . , εn)2 = |ε1 ∧ · · · ∧ εn ∧ Jε1 ∧ · · · ∧ Jεn| ≤ 1

and so
α(ε1, . . . , εn) ≤ α(ε1, . . . , εn)2 + β(ε1, . . . , εn)2 ≤ 1.

Also,

dα = d(Re(dz1 ∧ · · · ∧ dzn))

= Re(d(dz1 ∧ · · · ∧ dzn))

= 0.

So α is a calibration.

Definition 6.0.6. An oriented n-submanifold L is called special Lagrangian if it is cali-
brated by α.

Theorem 6.0.7. Let L be an oriented n-dimensional submanifold and let ε1, . . . , εn be a
local orthonormal frame for TL. Then L is special Lagrangian (up to a change of orienta-
tion) if and only if

(1) ω|L ≡ 0

(2) β|L ≡ 0.

Moreover, if A is a complex linear map such that Aej = εj, then β(ε1, . . . , εn) = Im detCA.
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Proof. Suppose L is special Lagrangian, then α(ε1, . . . , εn) = 1. Then since

1 = α(ε1, . . . , εn) ≤ α(ε1, . . . , εn)2 + β(ε1, . . . , εn)2 ≤ 1

we have
α(ε1, . . . , εn)2 + β(ε1, . . . , εn)2 = 1

but α(ε1, . . . , εn) = 1 so

1 + β(ε1, . . . , εn)2 = 1

⇔
β(ε1, . . . , εn) = 0.

Also,
1 = α(ε1, . . . , εn)2 + β(ε1, . . . , εn)2 = |ε1 ∧ · · · ∧ εn ∧ Jε1 ∧ · · · ∧ Jεn|

and on any open neighborhood of L, and by proposition 6.0.3 this equality happens if and
only if L is Lagrangian and by the definition of Lagrangian ω|L ≡ 0.

Conversely, suppose that ω|L ≡ 0 and β|L ≡ 0. Then L is Lagrangian and by proposition
6.0.4

α(ε1, . . . , εn)2 + β2(ε1, . . . , εn) = 1.

Since β|L ≡ 0 the above equation becomes

α(ε1, . . . , εn)2 = 1

⇔
α(ε1, . . . , εn) = ±1.

So L is calibrated by α up to change of orientation.

Let A be a complex linear map such that Aej = εj, then β(ε1, . . . , εn) = Im detCA as
shown in the proof of proposition 6.0.4.

6.1 Phases of the Special Lagrangian Calibration

We can ”rotate” the form α from above and still get a calibration. We do this by taking
αθ = Re(eiθdz1 ∧ · · · ∧ dzn) for 0 ≤ θ < 2π. Then we have α = α0.

To see that αθ is a calibration first note that dαθ = dRe(eiθdz1 ∧ · · · ∧ dzn) = 0. For
the comass 1 condition we need to make the following change in the proof of proposition
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6.0.4. We let A be a linear map defined by A(e
−iθ
n ei) = εi and A(Je

−iθ
n ei) = Jεi. Then we

get

eiθdz1 ∧ · · · ∧ dzn(ε1, · · · , εn)

= eiθdz1 ∧ · · · ∧ dzn(Ae
−iθ
n e1, · · · , Ae

−iθ
n en)

= eiθ(e
−iθ
n )ndz1 ∧ · · · ∧ dzn(Ae1, · · · , Aen)

= detCA,

and

|detRA| = |Ae1 ∧ AJe1 ∧ · · · ∧ Aen ∧ AJen|
= |e iθ

n ε1 ∧ · · · ∧ e
iθ
n εn ∧ e

iθ
n Jε1 ∧ · · · ∧ e

iθ
n Jεn|

= |(e iθ
n )n||ε1 ∧ · · · ∧ εn ∧ Jε1 ∧ · · · ∧ Jεn|

= |ε1 ∧ · · · ∧ εn ∧ Jε1 ∧ · · · ∧ Jεn|.

So proposition 6.0.4 remains true.

Definition 6.1.1. If L is an n-dimensional submanifold that is calibrated by αθ then we
say that L is special Lagrangian of phase θ.

However this change will also change the statement of theorem 6.0.7. Let βθ =
Im(eiθdz1 ∧ · · · ∧ dzn).

Theorem 6.1.2. Let L be an oriented n-dimensional submanifold and let ε1, . . . , εn be a
local orthonormal frame for TL. Then L is special Lagrangian of phase θ(up to a change
of orientation) if and only if

(1) ω|L ≡ 0

(2) βθ|L ≡ 0.

Moreover, if A is a complex linear map such that Ae
−iθ
n ej = εj, then β(ε1, . . . , εn) =

Im detCA.
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Chapter 7

The Special Lagrangian Differential
Equation

Let L be an n-dimensional submanifold of Cn. We may consider L to be given as the graph
of a function, i.e. L = {(x, f(x)) : x ∈ U} where f : U → Rn. We can definitely do this
locally.

Proposition 7.0.3. Suppose U ⊆ Rn is open and f : U → Rn is a smooth map. Let L be
the graph of f in Cn = Rn + iRn. Then L is Lagrangian if and only if the Jacobian of f
is symmetric. In particular if U is simply connected, then L is Lagrangian if and only if
f = ∇F for some F ∈ C∞(U).

Proof. Let p ∈ L and let U be an open neighborhood of p. Let ϕ : U → L be defined by
ϕ(x) = (x, f(x)) = x + if(x). Then the pushforward ϕ∗ will map ∂

∂xj to

ϕ∗

(
∂

∂xj

)
=

∂ϕ

∂xj

∂

∂xj
=

n∑

k=1

(
δk
j + i

∂fk

∂xj

)
∂

∂xj
.

So TpL = {v + iJac(f)v : v ∈ Rn}. Let X, Y ∈ TpL, then X = v + iJacf(p)v and
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Y = w + iJacf(p)w for some v and some w in Rn. Then L is Lagrangian if and only if

ω(X,Y ) = 0

〈JX, Y 〉 = 0

〈−Jacf(p)v + iv, w + iJacf(p)w〉 = 0

−〈Jacf(p)v, w〉+ 〈v, Jacf(p)w〉 = 0

〈v, Jacf(p)w〉 = 〈Jacf(p)v, w〉
vT Jacf(p)w = (Jacf(p)v)T w

vT Jacf(p)w = vT (Jacf(p))T w

Jacf(p) = (Jacf(p))T ,

i.e., Jacf(p) is symmetric for all p ∈ L or Jacf is symmetric. The Poincaré lemma states
that on a simply connected domain any smooth closed k-form is exact [1]. Suppose U is
simply connected. Now if Jacf is symmetric then we have that

Jacf = (Jacf)T

[Jacf ]ij = [Jacf ]ji
∂fi

∂xj
=

∂fj

∂xi
(7.1)

Using the Euclidean metric on Rn we can regard f as a 1-form on U by taking f = fidxi.
So we have

df =
∑
i,j

∂fi

∂xj
dxi ∧ dxj

=
∑
i<j

(
∂fi

∂xj
− ∂fj

∂xi

)
dxi ∧ dxj

= 0,

by equation (7.1). By the Poincaré lemma if U is simply connected then f is exact which
is equivalent to the existence of a potential function F ∈ C∞(U) such that dF = f . We
can then use the metric to get a vector field ∇F from dF to get ∇F = f .

Definition 7.0.4. Let U ⊆ Rn be open and let F : U → R. The Hessian of F is an n× n
matrix defined by

HessF =

[
∂2F

∂xj∂xk

]
.

For a matrix A let σj(A) denote the jth elementary symmetric function of the eigen-
values of A.
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Theorem 7.0.5. Let U ⊆ Rn be open and F ∈ C∞(U). Let f = ∇F be the gradient of
F and let L be the graph of f in Cn. Then L is special Lagrangian (up to a change of
orientation) if and only if

b(n−1)/2c∑

k=0

(−1)kσ2k+1(HessF ) = 0, (7.2)

or, equivalently
Im [detC(I + iHessF )] = 0. (7.3)

Proof. By proposition 7.0.3 L is Lagrangian if and only if the matrix Jacf(= HessF ) is
symmetric. Let A = I + iJacf ; then A is clearly complex linear (it is real linear and
preserves multiplication by i) and by definition A sends the standard basis e1, . . . , en of Rn

to the basis of T(x,f(x))L. By theorem 6.0.7 it follows that L is special Lagrangian if and
only if (7.3) holds. It remains to prove the equivalence of (7.2) and (7.3). Let λ1, . . . , λn

be the eigenvalues of HessF . Since HessF is symmetric there exists a matrix P such that

P−1(HessF )P =




λ1 0
. . .

0 λn


 = D,

so HessF = PDP−1. Then

Im(detC(I + iHessF )) = Im(detC(PP−1 + iPDP−1))

= Im(detC(P (I + iD)P−1))

= Im(detC(I + iD))

= Im

(
n∏

j=1

(1 + iλj)

)

= Im

(
1 +

n∑
j=1

ijσj(HessF )

)
.

Expanding the first few terms we get

Im

(
1 +

n∑
j=1

ijσj(HessF )

)
= Im (1 + iσ1(HessF )− σ2(HessF )− iσ3(HessF ) + · · · ) ,

so taking the imaginary part results in only odd elementary symmetric functions with
alternating sign. Therefore

Im(detC(I + iHessF )) =

b(n−1)/2c∑

k=0

(−1)kσ2k+1(HessF )
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as desired.

For n = 1, 2, 3 we get very simple equations from equation 7.3. Let λj be the jth

eigenvalue of HessF .

Case n=1: We have

HessF =

(
d2F

dx2

)

and λ1 = d2F
dx2 . So

0∑

k=0

(−1)kσ2k+1(HessF ) = 0

⇔ σ1(HessF ) = 0

⇔ d2F

dx2
= 0

⇔ F (x) = ax + b.

Therefore f = ∇F = a and L = {(x, a)} is a horizontal line.

Case n=2: We have

HessF =

(
Fxx Fxy

Fxy Fyy

)
.

So

0∑

k=0

(−1)kσ2k+1(HessF ) = 0

⇔ σ1(HessF ) = 0

⇔ λ1 + λ2 = 0

⇔ Tr(HessF ) = 0

⇔ Fxx + Fyy = 0

⇔ ∆F = 0.

Case n=3: We have

HessF =




Fxx Fxy Fxz

Fxy Fyy Fyz

Fxz Fyz Fzz


 .

26



So

1∑

k=0

(−1)kσ2k+1(HessF ) = 0

⇔ σ1(HessF )− σ3(HessF ) = 0

⇔ λ1 + λ2 + λ3 = λ1λ2λ3

⇔ Tr(HessF ) = det(HessF )

⇔ ∆F = det(HessF ).

Note that the above is equation is equivalent to

Fxx + Fyy + Fzz = FxxFyyFzz − FxxF
2
yz − FyyF

2
xz − FzzF

2
xy + 2FxyFyzFxz

which a non-linear second order partial differential equation and thus very hard to solve.

7.1 Phases of the Special Lagrangian Differential equa-

tion

Let L is an n-dimensional Lagrangian submanifold that is the graph of a function f , so we
have f = ∇F . Let A = I + iHessF and let Ã = e

iθ
n A. Then by theorem 6.1.2 L is special

Lagrangian of phase θ if and only if

Im(detCÃ) = 0

Im(detC(e
iθ
n (I + iHessF )))) = 0

Im(eiθdetC(I + iHessF ))) = 0

Im

(
eiθ

(
1 +

n∑
j=1

ijσj(HessF )

))
= 0.

For phase θ = π
2

this becomes

Im

(
i +

n∑
j=1

ij+1σj(HessF )

)
= 0, (7.4)

and for n = 1, 2, 3 we can explicitly write out this differential equation.

Case n = 1: Equation (7.4) becomes

0 = Im(i + i2σ1(HessF )) = 1.
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This is a contradiction, so there are no special Lagrangian submanifolds of phase π
2

that are
graphs of functions. Since the 1-dimensional special Lagrangian submanifolds of phase 0
where horizontal lines and changing phase is a rotation we would expect the 1-dimensional
submanifolds of phase π

2
to be vertical lines which are not graphs of functions.

Case n = 2: Equation (7.4) becomes

0 = Im(i + i2σ1(HessF ) + i3σ2(HessF ))

= 1− σ2(HessF )

= 1− det(HessF ),

or det(HessF ) = 1.

Case n = 3: Equation (7.4) becomes

0 = Im(i + i2σ1(HessF ) + i3σ2(HessF ) + i4σ3(HessF ))

= 1− σ2(HessF ),

or σ2(HessF ) = 1. If we expand this in terms of the partials of F we get

FxxFyy + FyyFzz + FzzFxx − F 2
xy − F 2

yz − F 2
zx = 1.

7.2 A Specific Example

We look for an L that is invariant under the diagonal action of SO(n). That is L is the
orbit of a curve α : U ⊆ R → C with Re(α(t)) > 0) and Im(α(t)) > 0. Since SO(n) acts
transitively on the unit sphere, we will have L = {(x, y) ∈ Cn : |x|y = |y|x and (|x|, |y|) ∈
α(U)}. Let r = |x| and ρ = |y| be a function of r. Choose P (r) to be an antiderivative of
ρ(r). Then ∇P = ρ(r)∇r = ρ(r)(x/r) and since y = |y|x/|x| = ρ(r)x/r by definition of L,
we see that L is the graph of ∇P and hence by proposition 7.0.3 L is Lagrangian.

Theorem 7.2.1. Let

Lc = {(x, y) ∈ Cn : ry = ρx and Im(r + iρ)n = c}
for c ∈ R. Then Lc (up to orientation) is a special Lagrangian submanifold of Cn.

Proof. From the arguments above Lc is Lagrangian and is the graph of f(x) = ρ(r)(x/r).
The Jacobian of this map is given by the matrix with entries

∂

∂xi

(
ρ(r)

r
xj

)

=
ρ(r)

r
δij +

d

dr

(
ρ(r)

r

)
xixj

r
.
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Claim 7.2.1.1. The matrix Jacf(x) has x as an eigenvector with eigenvalue dρ
dr

. In addition,

the hyperplane orthogonal to x is an eigenspace with eigenvalue ρ(r)
r

of multiplicity n− 1.

Proof of claim 7.2.1.1. Let a = ρ(r)/r and b = d
dr

(ρ(r)/r)(1/r). Then

Jacf(x)x =




a + bx1x1 bx1x2 · · · bx1xn

bx2x1 a + bx2x2 · · · bx2xn

...
...

. . .
...

bxnx1 bxnx2 · · · a + bxnxn







x1

x2

...
xn




=




ax1 + bx1(x1)2 + bx1(x2)2 + · · ·+ bx1(xn)2

ax2 + bx2|x|2
...

axn + bxn|x|2




= (a + br2)




x1

x2

...
xn




=

(
ρ(r)

r
+ r

d

dr

(
ρ(r)

r

))
x,

and

ρ(r)

r
+ r

d

dr

(
ρ(r)

r

)
=

ρ(r)

r
+ r

(
dρ
dr

r − ρ

r2

)

=
ρ(r)

r
+

dρ

dr
− ρ(r)

r

=
dρ

dr
.

So dρ/dr is an eigenvalue of Jacf(x) with eigenvector x.
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Let y be orthogonal to x then

Jacf(x)y =




a + bx1x1 bx1x2 · · · bx1xn

bx2x1 a + bx2x2 · · · bx2xn

...
...

. . .
...

bxnx1 bxnx2 · · · a + bxnxn







y1

y2

...
yn




=




ay1 + bx1(x1y1) + bx1(x2y2) + · · ·+ bx1(xnyn)
ay2 + bx2〈x, y〉

...
ayn + bxn〈x, y〉




=




ay1

ay2

...
ayn


 (since x and y are orthogonal)

=
ρ(r)

r
y.

So ρ(r)/r is an eigenvalue of Jacf(x) with eigenspace the hyperplane orthogonal to x. Since
the hyperplane orthogonal to x has dimension n−1, the associated eigenvalue, ρ(r)/r, has
multiplicity n− 1.

From theorem 7.0.5 we know that L is special Lagrangian if and only if

Im[detC(I + iJacf)] = 0

and since Jacf is symmetric we can diagonalize it so the eigenvalues of I + iJacf are
1 + iρ(r)/r (with multiplicity n− 1) and 1 + idρ/dr. So the above equation becomes

Im

[(
1 + i

ρ(r)

r

)n−1 (
1 + i

dρ

dr

)]
= 0.

Now

Im [detC(I + iJacf)dr] =
1

rn−1
Im

[
(r + iρ)n−1(dr + idρ)

]
= 0

is equivalent to
Im

[
(r + iρ)n−1(dr + idρ)

]
= 0.

This is an exact differential equation with solutions

Im((r + iρ)n) = c

as desired.
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Figure 7.1: The dotted lines are when c < 0, the plain lines are when c = 0 and the dashed
lines are when c > 0.

The graphs of ρ versus r for n = 3 and n = 5 are displayed below (see figure 7.1).

Note that for n = 3 the submanifold Lc will always have one component and for c = 0
the submanifold will be a hyperplane without the origin. For n = 5 the manifold Lc has
one component for negative c and two components for positive c but when c is zero Lc is
the union of two hyperplanes without the origin which is not a manifold (see figure 7.2).
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Figure 7.2: L0 when n = 5
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Chapter 8

The Implicit Formulation

Lemma 8.0.2. If L is a real n-dimensional subspace of Cn then L is Lagrangian if and
only if L⊥ is Lagrangian.

Proof. Let L be an real n-dimensional subspace of Cn. Suppose that L is Lagrangian then
JL ⊥ L and so we have

L⊕ JL = Cn = L⊕ L⊥.

Since JL and L⊥ both have real dimension n and both decompositions are orthogonal, the
direct sum must be unique. So,

JL = L⊥

⇒ L = JL⊥

⇒ JL⊥ ⊥ L⊥

and therefore L⊥ is Lagrangian. The other direction is similar.

Lemma 8.0.3. Let U ⊆ Cn be open and f1, . . . , fn ∈ C∞(U) such that ∇f1, . . . ,∇fn are
linearly independent on the submanifold M = {z ∈ U : f1(z) = · · · = fn(z) = 0}. Then M
is Lagrangian if and only if all of the Poisson brackets

{fj, fk} =
n∑

l=1

(
∂fj

∂xl

∂fk

∂yl
− ∂fj

∂yl

∂fk

∂xl

)
= 2i

n∑

l=1

(
∂fj

∂z̄l

∂fk

∂zl
− ∂fj

∂zl

∂fk

∂z̄l

)

vanish on M .
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Proof. Let α(t) be a curve on M . Then for all 1 ≤ j ≤ n

fj(α(t)) = 0

⇒ ∇fj|α(t) · α′(t) = 0

⇒ ∇fj ⊥ TM.

Since ∇f1, . . . ,∇fn are linearly independent, NM = spanR{∇f1, . . . ,∇fn}. Note that

ω(∇fj,∇fk) =

(
n∑

l=1

dxl ∧ dyl

)(
n∑

s=1

∂fj

∂xs

∂

∂xs
+

∂fj

∂ys

∂

∂ys
,

n∑
r=1

∂fk

∂xr

∂

∂xr
+

∂fk

∂yr

∂

∂yr

)

=
n∑

l=1

(
∂fj

∂xl

∂fk

∂yl
− ∂fj

∂yl

∂fk

∂xl

)

= {fj, fk}.

So ω|NM ≡ 0 ⇔ {fj, fk} = 0. Therefore NM is Lagrangian if and only if all of the
Poisson brackets {fj, fk} are zero. Since TM = (NM)⊥,we see by lemma 8.0.2 that M is
Lagrangian if and only if all of the Poisson brackets are zero.

Theorem 8.0.4. Suppose that M is the Lagrangian submanifold described in the lemma
above. Then M is special Lagrangian if and only if

(1) Im
(
detC

[
∂fj

∂z̄k

])
= 0 on M for n even

or
(2) Re

(
detC

[
∂fj

∂z̄k

])
= 0 on M for n odd.

Proof. From the proof of the above lemma, NM = spanR{∇f1, . . . ,∇fn} and since M is
Lagrangian TM = J(NM). Therefore

TM = spanR{J∇f1, . . . , J∇fn}

= spanR

{
n∑

j=1

(
−∂f1

∂yj
+ i

∂f1

∂xj

)
ej, · · · ,

n∑
j=1

(
−∂fn

∂yj
+ i

∂fn

∂xj

)
ej

}

= spanR

{
n∑

j=1

2i · 1

2

(
∂f1

∂xj
+ i

∂f1

∂yj

)
ej, · · · ,

n∑
j=1

2i · 1

2

(
∂fn

∂xj
+ i

∂fn

∂yj

)
ej

}

= spanR

{
n∑

j=1

2i
∂f1

∂z̄j
ej, · · · ,

n∑
j=1

2i
∂fn

∂z̄j
ej

}
.
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Let A = [2i∂fj/∂z̄k]. Then Aej =
∑n

k=1 2i∂fk/∂z̄jek. So from theorem 6.0.7 M is special
Lagrangian if and only if Im(detCA) = 0. Now,

Im(detCA) = Im

(
detC

[
2i

∂fj

∂z̄k

])

= Im

(
2nindetC

[
∂fj

∂z̄k

])

=




±Im

(
2ndetC

[
∂fj

∂z̄k

])
for n even

±Re
(
2ndetC

[
∂fj

∂z̄k

])
for n odd.

So

Im(detCA) = 0 ⇔




Im
(
detC

[
∂fj

∂z̄k

])
= 0 for n even

Re
(
detC

[
∂fj

∂z̄k

])
= 0 for n odd.

as desired.

8.1 A Specific Example

We will consider a family of submanifolds that are invariant under

T n−1 =








eiθ1 0
. . .

0 eiθn


 : θ1 + · · ·+ θn = 0




⊆ SU(n).

Let Mc be the set of solutions of the following equations:

|z1|2 − |zj|2 = cj, j = 2, . . . , n, (8.1)
{

Re(z1 · · · zn) = c1 if n is even
Im(z1 · · · zn) = c1 if n is odd.

(8.2)

Lemma 8.1.1. Then Mc as defined above is invariant under T n−1.

Proof. Let z = (z1, · · · , zn) ∈ Mc. Let A ∈ T n−1. Then

Az =




eiθ1 0
. . .

0 eiθn







z1

...
zn




=




eiθ1z1

...
eiθnzn


 .
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Equation (8.1) becomes

|eiθ1z1|2 − |eiθjzj|2
= |eiθ1|2|z1|2 − |eiθj |2|zj|2
= |z1|2 − |zj|2
= cj.

Equation (8.2) becomes

{
Re(eiθ1z1 · · · eiθnzn) = c1 if n is even
Im(eiθ1z1 · · · eiθnzn) = c1 if n is odd

=

{
Re(ei(θ1+···+θn)z1 · · · zn) = c1 if n is even
Im(ei(θ1+···+θn)z1 · · · zn) = c1 if n is odd

=

{
Re(z1 · · · zn) = c1 if n is even
Im(z1 · · · zn) = c1 if n is odd.

So Mc is invariant under T n−1.

Lemma 8.1.2. Let fj(z) = |z1|2 − |zj|2 − cj for j = 2, . . . , n and let

f1(z) =

{
Re(z1 · · · zn)− c1 if n is even
Im(z1 · · · zn)− c1 if n is odd

.

Then the Poisson bracket of fi and fj for any 1 ≤ i < j ≤ n is zero.

Proof. For j = 2, . . . , n we have

∂fj

∂zk
=

∂

∂zk
(z1z̄1 − zj z̄j − cj)

= z̄1δ1
k − z̄jδj

k

and

∂fj

∂z̄k
=

∂

∂z̄k
(z1z̄1 − zj z̄j − cj)

= z1δ1
k − zjδj

k.
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We also have

∂f1

∂zk
=

{
∂Re(z1···zn)

∂zk for n even
∂Im(z1···zn)

∂zk for n odd

=





∂
∂zk

(
z1···zn+z̄1···z̄n

2

)
for n even

∂
∂zk

(
z1···zn−z̄1···z̄n

2i

)
for n odd

=

{
z1···zn

2zk for n even
−iz1···zn

2zk for n odd.

Similarly we get

∂f1

∂z̄k
=





z̄1···z̄n

2z̄k for n even

iz̄1···z̄n

2z̄k for n odd.

Then for j = 1, . . . , n and n even

{f1, fj} = 2i
n∑

k=1

(
∂f1

∂z̄k

∂fj

∂zk
− ∂f1

∂zk

∂fj

∂z̄k

)

= 2i
n∑

k=1

(
z̄1 · · · z̄n

2z̄k
(z̄1δ1

k − z̄jδj
k)−

z1 · · · zn

2zk
(z1δ1

k − zkδj
k)

)

= 2i

(
z̄1 · · · z̄n

2z̄1
z̄1 − z̄1 · · · z̄n

2z̄j
z̄j − z1 · · · zn

2z1
z1 +

z1 · · · zn

2zj
zj

)

= 0.

The calculation for n odd is similar. For 2 ≤ j < l ≤ n we have

{fj, fl} = 2i
n∑

k=1

(
∂fj

∂z̄k

∂fl

∂zk
− ∂fj

∂zk

∂fl

∂z̄k

)

= 2i
n∑

k=1

(
(z1δ1

k − zjδj
k)(z̄

1δ1
k − z̄lδl

k)− (z̄1δ1
k − z̄jδj

k)(z
1δ1

k − zlδl
k)

)

= 2i(z1z̄1 − z̄1z1 + zj z̄lδjl − z̄jzlδjl)

= 0.

Theorem 8.1.3. Let Mc be as above. Then Mc, with the correct orientation, is a special
Lagrangian submanifold of Cn.
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Proof. By lemma 8.0.3 and lemma 8.1.2, Mc is Lagrangian.

If n is even then,

[
∂fj

∂z̄k

]
=




z̄1···z̄n

2z̄1 · · · · · · z̄1···z̄n

2z̄n

z1 −z2 · · · 0
...

. . .
...

z1 0 · · · −zn




.

Expanding detC[∂fj/∂z̄k] around the first row gives

detC

[
∂fj

∂z̄k

]
=

z̄1 · · · z̄n

2z̄1
(−1)n−1z2 · · · zn − z̄1 · · · z̄n

2z̄2
(−1)n−2 z1 · · · zn

z2

+ · · ·+ (−1)n−1 z̄1 · · · z̄n

2z̄n
(−1)n−2 z1 · · · zn

zn

= −|z
1 · · · zn|2
2|z1|2 +

n∑
j=2

(−1)j−1 |z1 · · · zn|2
2|zj|2 .

So Im(detC[∂fj/∂z̄k]) = 0 as desired and Mc is special Lagrangian by theorem 8.0.4.

If n is odd then,

[
∂fj

∂z̄k

]
=




iz̄1···z̄n

2z̄1 · · · · · · iz̄1···z̄n

2z̄n

z1 −z2 · · · 0
...

. . .
...

z1 0 · · · −zn




.

Similarly to n even, expanding detC[∂fj/∂z̄k] around the first row gives

detC

[
∂fj

∂z̄k

]
= −i|z1 · · · zn|2

2|z1|2 +
n∑

j=2

(−1)j−1 i|z1 · · · zn|2
2|zj|2 .

So Re(detC[∂fj/∂z̄k]) = 0 as desired and Mc is special Lagrangian by theorem 8.0.4.
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Chapter 9

Calibrated Submanifolds of H

In this chapter we will consider calibrated submanifolds of H = C2. On C2 the Kähler form
ω and the special Lagrangian calibration α are both 2-forms and so we want to establish
a relationship between complex submanifolds and special Lagrangian ones.

Now, we can identify H with C2 in three different ways by choosing the complex struc-
ture of C to be i, j or k. For a point p ∈ H we have

p = x01 + x1i + x2j + x3k

= (x0 + ix1)1 + (x2 + ix3)j

= (x0 + jx2)1 + (x3 + jx1)k

= (x0 + kx3)1 + (x1 + kx2)i.

Each complex structure gives rise to different complex coordinates: {z1 = x0 + ix1, z2 =
x2 + ix3}, {w1 = x0 + jx2, w2 = x3 + jx1} or {u1 = x0 + kx3, u2 = x1 + kx2}. The
corresponding Kähler forms are:

ω1 = dx0 ∧ dx1 + dx2 ∧ dx3,

ω2 = dx0 ∧ dx2 + dx3 ∧ dx1,

ω3 = dx0 ∧ dx3 + dx1 ∧ dx2.

The volume forms become

Ω1 = dz1 ∧ dz2

= (dx0 + idx1) ∧ (dx2 + idx3)

= dx0 ∧ dx2 + dx3 ∧ dx1 + i(dx0 ∧ dx3 + dx1 ∧ dx2)

= ω2 + iω3,
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Ω2 = dw1 ∧ dw2

= (dx0 + jdx2) ∧ (dx3 + jdx1)

= dx0 ∧ dx3 + dx1 ∧ dx2 + j(dx0 ∧ dx1 + dx2 ∧ dx3)

= ω3 + jω1,

Ω3 = du1 ∧ du2

= (dx0 + kdx3) ∧ (dx1 + kdx2)

= dx0 ∧ dx1 + dx2 ∧ dx3 + k(dx0 ∧ dx2 + dx3 ∧ dx1)

= ω1 + kω2.

Then the special Lagrangian calibration αl = Re(Ωl) with respect one set of complex
coordinates is the Kähler calibration with respect to another set of complex coordinates.
This is very nice since we have seen that special Lagrangian submanifolds are hard to find
in general, but complex submanifolds are in fact easy to find. For example, level sets of
holomorphic functions will be complex submanifolds when they are smooth.

To summarize, we have:

complex Kähler volume special Lagrangian corresponding form
structure form form calibration βl

i ω1 ω2 + iω3 α1 = ω2 β1 = ω3

j ω2 ω3 + jω1 α2 = ω3 β2 = ω1

k ω3 ω1 + kω2 α3 = ω1 β3 = ω2
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Chapter 10

Conclusion

In the paper we have looked at two special calibrations, the Kähler calibration and the
special Lagrangian calibration, on Cn and briefly demonstrated the connection between
complex and special Lagrangian submanifolds on H. There is a lot more that one can
do with calibrations in general and even with just the Kähler and special Lagrangian
calibrations. There are more complicated relations between complex submanifolds and
special Lagrangian submanifolds on Hn for n > 1 as well. It is possible to define the
Kähler and the special Lagrangian calibrations on more general manifolds. For the Kähler
calibration to be defined we need the manifold to be Kähler and then the calibration will
be ωk/k! where ω in the Kähler form. For the special Lagrangian calibration we need the
manifold to be Calabi-Yau. We can also define other types of calibrations, for example
associative and coassociative calibrations on R7 or more generally G2-manifolds. See the
paper by Harvey and Lawson [5] for this and other examples.

We can even define other kinds of calibration by replacing the comass 1 condition
with something different. For example we can use calibrations to find connections whose
curvature forms minimize the Yang-Mills functional. See the paper by Conan Leung for
more details [6].
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