
Theorem 3.1 ([10]). Suppose that the optimal value vconic
P

in (1.4) is finite. Then strong duality270

holds for the pair (3.1) and (3.2), or equivalently, for the pair (1.4) and (3.2); i.e., vconic
P

= vconic
SP

=271

vconic
DSP

and the dual optimal value vconic
DSP

is attained.272

273

3.2 Theorems of the alternative274

In this section, we state some theorems of the alternative for the Slater CQ of the conic convex275

program (1.4), which are essential to our reduction process. We first recall the notion of recession276

direction (for the dual (1.5)) and its relationship with the minimal face of the primal feasible region.277

Definition 3.2. The convex cone of recession directions for (1.5) is

RD := {D ∈ V : A(D) = 0, 〈C,D〉 = 0, D �K∗ 0}. (3.3)

The cone RD consists of feasible directions for the homogeneous problem along which the dual278

objective function is constant.279

Lemma 3.3. Suppose that the feasible set FP 6= ∅ for (1.4), and let 0 6= D ∈ RD. Then the
minimal face of (1.4) satisfies

fP �K ∩ {D}⊥ �K.

Proof. We have
0 = 〈C,D〉 − 〈FP ,A(D)〉 = 〈C −A∗(FP ),D〉.

Hence C−A∗(FP ) ⊆ {D}
⊥∩K, which is a face of K. It follows that fP ⊆ {D}

⊥∩K. The required280

result now follows from the fact that fP is (by definition) a face of K, and D is nonzero.281

Lemma 3.3 indicates that if we are able to find an element D ∈ RD\{0}, then D gives us282

a smaller face of K that contains FZ
P
. The following lemma shows that the existence of such a283

direction D is equivalent to the failure of the Slater CQ for a feasible program (1.4). The lemma284

specializes [12, Theorem 7.1] and forms the basis of our reduction process.285

Lemma 3.4 ([12]). Suppose that intK 6= ∅ and FP 6= ∅. Then exactly one of the following two286

systems is consistent:287

1. A(D) = 0, 〈C,D〉 = 0, and 0 6= D �K∗ 0 (RD\{0})288

2. A∗y ≺K C (Slater CQ)289

Proof. Suppose that D satisfies the system in Item 1. Then for all y ∈ FP , we have 〈C −A
∗y,D〉 =290

〈C,D〉 − 〈y, (A(D))〉 = 0. Hence FZ
P
⊆ K ∩ {D}⊥. But {D}⊥ ∩ intK = ∅ as 0 6= D �K∗ 0. This291

implies that the Slater CQ (as in Item 2) fails.292

Conversely, suppose that the Slater CQ in Item 2 fails. We have intK 6= ∅ and

0 /∈ (A∗(Rm)− C) + intK.

Therefore, we can find D 6= 0 to separate the open set (A∗(Rm)−C) + intK from 0. Hence we
have

〈D,Z〉 ≥ 〈D,C −A∗y〉 ,

for all Z ∈ K and y ∈ W. This implies that D ∈ K∗ and 〈D,C〉 ≤ 〈D,A∗y〉, for all y ∈ W. This293

implies that 〈A(D), y〉 = 0 for all y ∈ W; hence A(D) = 0. To see that 〈C,D〉 = 0, fix any ŷ ∈ FP .294

Then 0 ≥ 〈D,C〉 = 〈D,C −A∗ŷ〉 ≥ 0, so 〈D,C〉 = 0.295

11


