Descent methods

2D = o) WAL ith FaD) < f(20)

e other notations: 7 =z + tAx, x := x + tAx
e Ax is the step, or search direction; t is the step size, or step length

e from convexity, f(x™) < f(x) implies Vf(z) Az <0
(i.e., Ax is a descent direction)

General descent method.

given a starting point x € dom f.

repeat
1. Determine a descent direction Azx.

2. Line search. Choose a step size t > 0.
3. Update. x := x + tAx.
until stopping criterion is satisfied.
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Line search types

exact line search: ¢t = argmin,_ f(z + tAz)

backtracking line search (with parameters « € (0,1/2), 5 € (0,1))

e starting at t = 1, repeat t := (3t until

flx+tAz) < f(x) + atVf(z) Az

e graphical interpretation: backtrack until ¢ < ¢,

f(x + tAx)

\\\\\f(ac) + tVf(x)T\A\:\L;\\‘ f(z) + atV f(z)" Az
t=0 to '
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Gradient descent method

general descent method with Ax = —V f(x)

given a starting point x € dom f.
repeat
1. Az := =V f(x).

2. Line search. Choose step size t via exact or backtracking line search.

3. Update. x := x + tAwx.
until stopping criterion is satisfied.

e stopping criterion usually of the form |V f(z)|2 <€

e convergence result: for strongly convex f,

f@™) —p* < F(f() - pY)

c € (0,1) depends on m, (9, line search type

e very simple, but often very slow; rarely used in practice
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quadratic problem in R?

flz) = (1/2)(a] + ya3) (v > 0)

with exact line search, starting at 2(9) = (~, 1):
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e example for v = 10:

4,
g 0OF
— 4}
—10 0 10
L1

Unconstrained minimization 10-8



