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1 Steepest Descent

. Apply the steepest descent algorithm (using MATLAB) with constant stepsize « to the function

flz) =

{ 2? (V2 —sin (3 — V3In(2?))) ifz#0
0 ifx=0.

Show that the gradient V f satisfies the Lipschitz condition
IVf(@) =Vl <Lllz—yl, Vz,yekR,

for some constant L. Write a MATLAB program to verify that the method is a descent method for
a € (0,2/L). Do you expect to converge to the global minimum z* = 0?

Proof. The first derivative is
, 5w 9 . (5w 9
f'(z) =23z cos ?—\/gln(x )| —2x {sin ?—\/gln(x) -2
This holds at = # 0. By taking limits we see the derivative is 0 at z = 0,

f'(0) =0.

f is twice differentiable Vo # 0. Its second derivative is
1 . (5w 9 5w 9
f"(z) =10 sin ?f\/gln(z) + 63 cos ?f\/gln(:v) +2V2

which is clearly bounded, i.e., |f”(z)| < L := 10 + 6v/3 + 2v/2,V2 # 0. By using the mean value
theorem applied to f/, we conclude that

[f'(x) = ()| < Llz —yl, Yo,y € Ry,



and
|f'(x) = f(y)| < Llz—yl, VoyeR_.
1

Now suppose that z < 0 <y. Let ,, = 1,3, = 1y Then

[f'(@) = )l = [f(x) = f(
< |f'@) = FGo)l+ 1 (G2) — ()l

As n — oo, we see that the first term is bounded by

1
1
n

tim |f(x) — 7' ()] < Lla]

n—oo

The second term converges to 0

1 1
li "(=z) — f'(=y)| = oo.
im | f'(— ) = f'(-y)l = o0

n—0

As n — oo, the last term is bounded by

1
lim |f'(y) — f’(gy)\ < Lyl

n—oo

)+ f'(5x) = f'(Fy) + ' (Ly) — f'(v)]
L)+

Adding these three terms together and noting that < 0 < y implies that | — y| = |z| + |y|, yields

the Lipschitz condition with a constant 2L.
To see the function, one can use:
x=linspace(-10,10.1,500);

f=x."2.% ( sqrt(2)- sin( ((5xpi)/6) - sqrt(3)*log(x."2) ) );
plot(x,f)

O

2. Let A € S, B € S™, the vector spaces of m X m, n X n real symmetric matrices, respectively. Let

C € M™" the vector space of m x n real matrices. Let v € R. Consider the quadratic function

q(X) = trace AXBXT + trace CXT +~, q: M™ =R

Let X0 € M™" be an initial approximation for the minimumE

(a) State the direction of steepest descent d at X 0. Derive the steplength for exact minimization for

d, i.e., explicitly solve
a € argming, . 5 ¢(X0 + ad).

(b) Code the steepest descent algorithm with this exact steplength to find the minimum correct to

10 decimals accuracy. How many iterations did it take?

(c¢) Derive and code Newton’s method. How many iterations did the code take? Why?

1The values for the data A, B,C, X0 are in the file ABCX0matass8.mat. Let v = 1.



2 Karush-Kuhn-Tucker Optimality Conditions

1. Suppose that a,b,c € Ry,. Use Lagrange multipliers to solve

. a b ¢
mm{m—i—y—}—z:;—i—g—i—;:l, z,y,z € Ryi}.

2. Consider the problem

min
s.t.

1 2
sa(ry —1)° — 21 — 29
x> a3, 23 +ad <1

Find all the points at which both constraints are active. Note that one such point is & = (.618 .786)T
to three decimal places accuracy. Working to this accuracy, find the range of values of « for which &

satisfies the KKT conditions.
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