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Abstract

The general quadratically constrained quadratic program (QQP) is an important modelling tool for many diverse problems. The QQP is in general NP hard, and numerically intractable. Lagrangian relaxations often provide good approximate solutions to these hard problems. Such relaxations are equivalent to semidefinite programming (SDP) relaxations and can be solved efficiently.

For several special cases of QQP, the Lagrangian relaxation provides the exact optimal value. This means that there is a zero duality gap and the problem is tractable. It is important to know for which cases this is true, since they can then be used as subproblems to improve Lagrangian relaxation for intractable QQPs.
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In this paper we study the special QQP with orthogonal (matrix) constraints $XX^T = I$. If $C = 0$, the zero duality gap result holds if the redundant orthogonal constraints $X^TX = I$ are added. We show that this is not true in the general case. However, we show how to close the duality gap in the pure linear case by adding variables in addition to constraints.
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1 Introduction

We study the quadratic (matrix) program with orthogonal constraints

$$
\text{QQP}_O \quad \mu^O := \min \quad \text{Trace } AXBX^T - 2C X^T \\
\text{s.t. } XX^T = I, \tag{1.1}
$$

where $A, B$ are $n \times n$ symmetric matrices and $C$ is $n \times n$. This constraint set is often called the Stiefel manifold, [13]. If the objective function is written as $||AY - XB||^2$, with both $X, Y$ orthogonal, then this is the orthogonal Procrustes Problem. (See e.g. [11, 5, 13] for references, theory, and applications.)

The special case that $C = 0$ in (1.1), the homogeneous case, is studied in [2]. These problems arise as orthogonal relaxations of the quadratic assignment and graph partitioning problems, e.g. [6, 1, 15]. It is shown that the resulting, well-known, eigenvalue bounds for these problems can be obtained from the Lagrangian dual of the orthogonally constrained relaxations, but only if the redundant constraint $X^TX = I$ is explicitly added to the orthogonality constraint $XX^T = I$.

In this paper we show that this strong duality result does not hold if $C \neq 0$. Nor does it hold for the pure linear case. We do this with a simple counterexample in the purely linear case using the property that the dual is independent of the signs of the individual components of $C$, see Lemma 2.4; while the optimal value of the primal is based on the sum of the singular values of $C$, see Example 3.2. We then show how to close the duality gap in the pure linear case by adding variables in addition to adding constraints. (See Theorem 2.6.)

We still leave open the question: what modifications are required to the constraints and/or variables to close the duality gap for the general case. One purpose of the paper is to present an approach that might lead to closing this duality gap. This approach is outlined in the second proof of Theorem 2.2.

The paper is organized as follows. We complete this section with notation in §1.1. In §2, we derive optimality conditions as well as the dual of (1.1). We do this in stages starting with the homogeneous case in §2.1 and proceeding to the general case in §2.2. We specialize this to the linear case in §2.3, where we also show how to close the duality gap. The main results are: in §2.1 we present a new proof of strong duality for the homogeneous case; in §2.3 we also show how to close the duality gap in the pure linear case; and in §3 we present the examples with the duality gaps. We summarize our results in §4.
1.1 Notation

We work in the space of real $n \times n$ matrices, $\mathcal{M}_n$, with the trace inner product, $\langle M, N \rangle = \text{Trace } M^T N$. The subspace of symmetric matrices is denoted $\mathcal{S}_n$. This space is equipped with the Löwner partial order, i.e. $A \succeq B$ denotes $A - B$ is positive semidefinite.

We will use several linear operators, e.g. $\text{vec}(X)$ denotes the vector formed (columnwise) from the matrix $X$. The adjoint of a linear operator $\mathcal{A}$ is denoted $\mathcal{A}^*$, i.e. the adjoint satisfies

$$\langle \mathcal{A} x, y \rangle = \langle x, \mathcal{A}^* y \rangle, \ \forall x, y.$$ 

2 Lagrangian Duals

The simplest example of a quadratic constrained quadratic problem is the eigenvalue problem. Let $A$ be an $n \times n$ symmetric matrix. Then the Rayleigh Principle yields the following formulation of the smallest eigenvalue.

$$\lambda_{\min}(A) = \min_{x^T x = 1} q(x) = (x^T A x).$$

This result can be proved easily using Lagrange multipliers, i.e. the optimum $x$ must be a stationary point of the Lagrangian $q(x) + \lambda \left(1 - x^T x\right)$. We can get an equivalent semidefinite programming (SDP) problem using Lagrangian duality and relaxation. Note that

$$\begin{align*}
\lambda_{\min}(A) &= \min_{x} \max_{\lambda} x^T A x + \lambda \left(1 - x^T x\right) \\
&\geq \max_{\lambda} \min_{x} x^T A x + \lambda \left(1 - x^T x\right) \\
&= \max_{A - \lambda I \succeq 0} \min_{x} x^T (A - \lambda I) x + \lambda \\
&= \max_{A - \lambda I \succeq 0} \lambda \\
&= \lambda_{\min}(A).
\end{align*}$$

This follows from the hidden constraints, i.e. the inner problems have hidden constraints. For example, $A - \lambda I \succeq 0$ arises since a homogeneous quadratic function in bounded below if and only if the Hessian is positive semidefinite.

Note that the above strong duality result still holds if the quadratic objective function $q(x)$ has a linear term. This case is called the Trust Region Subproblem, TRS. (See [12, Theorem 5.1] for the strong duality theorem.) This problem is also equivalent to a max-min eigenvalue problem, see [10], which is another way to see that the problem is tractable. However, strong duality can fail if there are two constraints, i.e. the so-called CDT problem [4]. Thus we see that going from one to two constraints, even if both constraints are convex, can result in a duality gap. However, we will see below (Theorem 2.2) that strong duality will hold for a nonconvex problem with $\binom{n+1}{2} = n(n+1)/2$ constraints.
2.1 Lagrangian Duals; the Homogeneous Case

We now consider our more general problem (1.1), but with $C = 0$. Because of the similarity of the orthogonality constraint to the norm constraint $x^T x = 1$, the result of this section can be viewed as a matrix generalization of the strong duality result for the Rayleigh Principle given above.

\[
\text{QQPH}_0 \quad \mu_H^0 := \min \ \text{Trace} AXBX^T \\
\text{s.t.} \quad XX^T = I. \tag{2.6}
\]

Though this is a nonconvex problem with many nonconvex constraints, this problem can be solved efficiently using Lagrange multipliers and eigenvalues, see e.g. [7], or using the classical Hoffman-Wielandt inequality, e.g. [3]. The optimal value is the so-called minimal scalar product of the eigenvalues of $A$ and $B$. We include a simple proof for completeness using Lagrange multipliers. As was done for the ordinary eigenvalue problem above, we note that Lagrange multipliers can be used in two ways. First, one can use them in the necessary conditions (Karush-Kuhn-Tucker) for optimality, i.e. in the stationarity of the Lagrangian. This is how we apply them now. (The other use is in Lagrangian duality or Lagrangian relaxation where the Lagrangian is positive semidefinite. This is done below.) Also, the Lagrange multipliers here are symmetric matrices since the image of the constraint $XX^T - I$ is a symmetric matrix.

**Proposition 2.1** Suppose that the orthogonal diagonalizations of $A, B$ are $A = V\Sigma V^T$ and $B = U\Lambda U^T$, respectively, where the eigenvalues in $\Sigma$ are in nonincreasing order, and the eigenvalues in $\Lambda$ are in nondecreasing order. Then the optimal value of $\text{QQPH}_0$ is $\mu_H^0 = \text{Trace} \Sigma \Lambda$, and the optimal solution is obtained using the orthogonal matrices that yield the diagonalizations, i.e. $X^* = VU^T$.

**Proof.** The constraint $G(X) := XX^T - I$ maps $\mathcal{M}_n$ to $\mathcal{S}_n$. The Jacobian of the constraint at $X$ acting on the direction $h$ is $J(X)(h) = Xh^T + hX^T$. (This can be found by simple expansion and neglecting the second order term.) The adjoint of the Jacobian acting on $S \in \mathcal{S}_n$ is $J^*(X)(S) = 2SX$, since

\[
\text{Trace} \ S J(X)(h) = \text{Trace} \ h^T J^*(X)(S).
\]

But $J^*(X)(S) = 0$ implies $S = 0$, i.e. $J^*$ is one-one for all $X$ orthogonal. Therefore $J$ is onto, i.e. the standard constraint qualification holds at the optimum. It follows that the necessary conditions for optimality are that the gradient of the Lagrangian

\[
L(X, S) = \text{Trace} AXBX^T - \text{Trace} S(XX^T - I), \tag{2.7}
\]

is 0, i.e.

\[
AXB - SXI = 0.
\]

Therefore,

\[
AXBX^T = S = S^T,
\]

i.e. $AXBX^T$ is symmetric, which means that $A$ and $XBX^T$ commute and so are mutually diagonalizable by the orthogonal matrix $U$. Therefore, we can assume that both $A$ and $B$ are
diagonal and we choose $X$ to be a product of permutations that gives the correct ordering of the eigenvalues.

The second use of Lagrange multipliers is in forming the Lagrangian dual. The Lagrangian dual of $\text{QQPH}_\Theta$ is

$$\max_{S=S^T} \min_X \text{Trace}AXBX^T - \text{Trace} S(XX^T - I).$$

(2.8)

However, there can be a nonzero duality gap for the Lagrangian dual, see [16] and Example 3.1 below. The inner minimization in the dual problem (2.8) is an unconstrained quadratic minimization in the variables $x = \text{vec}(X)$, with Hessian

$$B \otimes A - I \otimes S.$$ 

We apply the hidden semidefinite constraint again. This minimization is unbounded only if the Hessian is not positive semidefinite. To close the duality gap, we need a larger class of quadratic functions. Note that in $\text{QQPH}_\Theta$ the constraints $XX^T = I$ and $X^T X = I$ are equivalent. We add the redundant constraints $X^T X = I$ and arrive at

$$\text{QQPH}_\Theta: \quad \mu_H^\Theta := \min \text{Trace}AXBX^T \quad \text{s.t.} \quad XX^T = I, \ X^T X = I.$$ 

(2.9)

We can use symmetric matrices $S$ and $T$ to relax the constraints $XX^T = I$ and $X^T X = I$, respectively. We obtain a dual problem

$$\text{DQQPH}_\Theta: \quad \mu_H^\Theta \geq \nu_H^\Theta := \max \text{Trace} S + \text{Trace} T \quad \text{s.t.} \quad (I \otimes S) + (T \otimes I) \preceq (B \otimes A) \quad S = S^T, \ T = T^T.$$ 

We now prove the strong duality presented in [2] for the case $C = 0$. We include two proofs. The first proof is from [2]. It uses the well known strong duality for LAP, the linear assignment problem, and the known optimal value from Proposition 2.1. The second proof exploits the LAP duality results from the first proof. We include this second proof because it illustrates where convexity and complementary slackness arise without using Proposition 2.1. If we hope to obtain a strong duality result for the general case, then these are the sufficient optimality conditions that we need to satisfy, i.e. we have the curious statement: these are the necessary sufficient optimality conditions. We now present the strong duality theorem.

**Theorem 2.2** Strong duality holds for $\text{QQPH}_\Theta$ and $\text{DQQPH}_\Theta$, i.e. $\mu_H^\Theta = \nu_H^\Theta$ and both primal and dual are attained.

**Proof I.** Let $A = V \Sigma V^T$, $B = U \Lambda U^T$, where $V$ and $U$ are orthonormal matrices whose columns are the eigenvectors of $A$ and $B$, respectively, $\sigma$ and $\lambda$ are the corresponding vectors of eigenvalues, and $\Sigma = \text{diag} (\sigma)$, $\Lambda = \text{diag} (\lambda)$. Then for any $S$ and $T$,

$$(B \otimes A) - (I \otimes S) - (T \otimes I) = (U \otimes V) \left[(\Lambda \otimes \Sigma) - (I \otimes \tilde{S}) - (\tilde{T} \otimes I)\right] (U^T \otimes V^T),$$
\[ E \]

\[ N \]

\[ N \]

\[ q \]

\[ \nu_H^O = \max \text{ Trace } S + \text{ Trace } T \\
\text{s.t.} \quad (\Lambda \otimes \Sigma) - (I \otimes S) - (T \otimes I) \succeq 0 \quad (2.10) \]

However, since \( \Lambda \) and \( \Sigma \) are diagonal matrices, (2.10) is equivalent to the ordinary linear program:

\[ \text{LD} \quad \max e^T s + e^T t \\
\text{s.t.} \quad \lambda_i \sigma_j - s_j - t_i \geq 0, \quad i,j = 1, \ldots, n. \]

But LD is the dual of the linear assignment problem:

\[ \text{LP} \quad \min \sum_{i,j} \lambda_i \sigma_j y_{ij} \\
\text{s.t.} \quad \sum_{j=1}^n y_{ij} = 1, \quad i = 1, \ldots, n \\
\sum_{i=1}^n y_{ij} = 1, \quad j = 1, \ldots, n \\
y_{ij} \geq 0, \quad i,j = 1, \ldots, n. \]

Assume without loss of generality that \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \), and \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n \). Then LP can be interpreted as the problem of finding a permutation \( \pi(\cdot) \) of \( \{1, \ldots, n\} \) so that \( \sum_{i=1}^n \lambda_i \sigma_{\pi(i)} \) is minimized. But the minimizing permutation is then \( \pi(i) = i, \quad i = 1, \ldots, n, \) and from Proposition 2.1 the solution value \( \nu_H^O \) is exactly \( \mu_H^O \).

**Proof II.** Using the above notation in Proof I, we diagonalize \( A \) and \( B \). We can write (2.9) with diagonal matrices, i.e.

\[ \text{QQP}^O \quad \mu^O := \min \text{ Trace } V \Sigma \Sigma^T X U \Lambda U^T X^T \\
\text{s.t.} \quad XX^T = I, \quad X^T X = I. \]

With

\[ Y = V^T X U, \quad (2.11) \]

we get the equivalent problem

\[ \text{QAP}^O \quad \mu^O := \min \text{ Trace } \Sigma Y A Y^T \\
\text{s.t.} \quad YY^T = I, \quad Y^T Y = I. \quad (2.12) \]

The Lagrangian for this problem is

\[ L(Y, S, T) = \text{Trace } \Sigma Y A Y^T - \text{Trace } S(Y Y^T - I) - \text{Trace } (Y T Y^T - T). \]
Stationarity for the Lagrangian is
\[ 0 = \nabla L(Y, S, T) = \Sigma Y \Lambda - SYI - IYT. \] (2.13)

Similar to the Proof I, the dual program is equivalent to the ordinary linear program LD, which is the dual of the LAP, LP above. Let \( Y \) be the optimal permutation of LP above and let \( S, T \) be the optimal solutions of LD above. Then the constraints of LD guarantee that the Hessian of the Lagrangian \( L(Y, S, T) \) is positive semidefinite, i.e. the Lagrangian is convex in \( Y \). In addition, complementary slackness between LD and LP can be written as:
\[ y_{ij} (\Lambda_{ii} \Sigma_{jj} - S_{ij} - T_{ii}) = 0, \] (2.14)
while stationarity can be rewritten as
\[ 0 = Y^T \Sigma Y \Lambda - Y^T SY - T. \] (2.15)

Since \( Y \) is a permutation, these are equivalent statements. Therefore, we have the three sufficient conditions for optimality:

- primal feasibility (and so complementary slackness);
- stationarity of the Lagrangian;
- convexity of the Lagrangian. (2.16)

Therefore \( Y \) is optimal for (2.12). After using the transformation (2.11), we get the optimal \( X \) for the original problem.

**Remark 2.3** We first observe that the optimal values \( \mu^O_H = \nu^O_H = \text{Trace } S = \text{Trace } T \), i.e. the sum of traces of the Lagrange multipliers. This type of relationship appears to be common in these types of problems, e.g. see the eigenvalue problem above and also the trust region subproblem.

The addition of the redundant constraints closes the duality gap because the resulting equivalent linear program LD has a basic feasible solution, which yields an optimal solution for the original problem. The addition of the redundant constraints \( X^T X = I \) results in the extra linear equality constraints needed in LD to ensure that the extreme points are permutation matrices.

### 2.2 Lagrangian Dual; the General Case

We now look at the general case where \( C \neq 0 \). Note that, as we saw above, we can assume that \( A, B \) are both diagonal if desired, i.e. once we solve the problem in the diagonalized case then we can recover the original solution using (2.11). We now derive the Lagrangian dual for the general nonhomogeneous case.

We begin with the homogenized version of (2.9) above, i.e. we homogenize the linear part.

\[
\begin{align*}
\mu^O &:= \min_{\text{QAP}_\infty} \text{Trace } AXBX^T - 2x_0 C X^T \\
\text{s.t. } &XX^T = I, \ X^T X = I \\
&x_0^2 = 1.
\end{align*}
\] (2.17)
This does not change the problem or its Lagrangian dual. The Lagrangian is

\[ L(X, S, T, w) = \text{Trace } AXB X^T - 2x_0 C X^T - S(XX^T - I) - T(X^T X - I) - w(x_0^2 - 1), \]

where we have introduced a Lagrange multiplier \( w \) for the constraint on \( x_0 \) and Lagrange multipliers \( S \) for \( XX^T = I \) and \( T \) for \( X^T X = I \). Note that the gradient of the Lagrangian set to zero is equivalent to

\[ 0 = AXB - C x_0 - SX - XT, \quad w = \text{Trace} CX^T. \tag{2.18} \]

We get the Lagrangian dual lower bound \( \nu^0 \).

\[
\begin{aligned}
\mu^0 &\geq \nu^0 := \\
&\max_{S, T, w} \min_{X, x_0} \left\{ \text{Trace } \left[ AXB X^T - S XX^T - TX^T X - wx_0^2 \right] \\
&- \text{Trace } x_0 2C X^T \\
&+ \text{Trace} S + \text{Trace} T + w \right\}.
\end{aligned}
\tag{2.19}
\]

With \( x = \text{vec}(X), \ y = \begin{pmatrix} x_0 \\ x \end{pmatrix} \) we get

\[
\nu^0 = \\
\max_{S, T, w} \min_{y} \left\{ y^T \left[ L_Q - B^0 \text{Diag}(S) - O^0 \text{Diag}(T) - wE_\infty \right] y \\
+ \text{Trace} S + \text{Trace} T + w \right\},
\tag{2.20}
\]

where we define the \((n^2 + 1) \times (n^2 + 1)\) matrices

\[
L_Q := \begin{bmatrix} 0 & -\text{vec}(C)^T \\ -\text{vec}(C) & B \otimes A \end{bmatrix}, \quad E_\infty := \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix},
\tag{2.21}
\]

and the linear operators

\[
B^0 \text{Diag}(S) := \begin{bmatrix} 0 & 0 \\ 0 & I \otimes S \end{bmatrix},
\tag{2.22}
\]

\[
O^0 \text{Diag}(T) := \begin{bmatrix} 0 & 0 \\ 0 & T \otimes I \end{bmatrix}.
\tag{2.23}
\]

There is a hidden semidefinite constraint in (2.20), i.e. the inner minimization problem is bounded below only if the Hessian of the quadratic form is positive semidefinite. In this case the quadratic form has minimum value 0. This yields the following SDP.

\[
(D_0) \max_{s.t.} \text{Trace } S + \text{Trace} T + w \quad \text{subject to} \quad L_Q - B^0 \text{Diag}(S) - O^0 \text{Diag}(T) - wE_\infty \preceq 0.
\]

Equivalently, we get

\[
(D_0) \max_{s.t.} \text{Trace } S + \text{Trace} T + w \quad B^0 \text{Diag}(S) + O^0 \text{Diag}(T) + wE_\infty \preceq L_Q,
\]
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where we recall that we have assumed, without loss of generality, that \( L_0 \) is an \textit{arrow matrix}, i.e. \( B \otimes A \) is diagonal. With \( c = \text{vec} (C) \), we can write the constraint in matrix form as
\[
\begin{bmatrix}
-w & -c^T \\
-c & B \otimes A - I \otimes S - T \otimes I
\end{bmatrix} \succeq 0.
\] (2.24)

We now obtain our desired SDP relaxation of \((QQP_{\Omega})\) as the Lagrangian dual of \((D_{\Omega})\). We introduce the \((n^2+1) \times (n^2+1)\) dual matrix variable \( Y \succeq 0 \) and derive the dual program to the SDP \((D_{\Omega})\).

\[
\begin{align*}
\text{(SDP}) \quad \min \quad & \text{Trace} \ L_0 Y \\
\text{s.t.} \quad & b^0 \text{diag} (Y) = I, \quad o^0 \text{diag} (Y) = I \\
& Y_{00} = 1, \\
& Y \succeq 0,
\end{align*}
\] (2.25)

The \textit{block-0-diagonal operator} and \textit{off-0-diagonal operator} acting on \( Y \) are defined by
\[
b^0 \text{diag} (Y) := \sum_{k=1}^{n} Y_{(k,)(k,)}
\] (2.26)
and
\[
o^0 \text{diag} (Y) := \sum_{k=1}^{n} Y_{(,)(,k)}.
\] (2.27)

These are the adjoint operators of \( B^0 \text{Diag} (\cdot) \) and \( O^0 \text{Diag} (\cdot) \), respectively. The block-0-diagonal operator guarantees that the sum of the diagonal blocks equals the identity. The off-0-diagonal operator guarantees that the trace of each diagonal block is 1, while the trace of the off-diagonal blocks is 0. These constraints come from the orthogonality constraints, \( XX^T = I \) and \( X^T X = I \), respectively.

### 2.2.1 Schur Complement

The constraints in (2.24) can be rewritten using the Schur complement. First, we assume that the optimal \( w \) is known and fixed. From (2.18), we know that \( w = \text{Trace} \ C \). That \(-w > 0\) holds by the semidefiniteness constraint in (2.24) and since \( c \neq 0 \). Therefore,
\[
(2.24) \text{ holds } \iff (B \otimes A - I \otimes S - T \otimes I) + \frac{1}{w} cc^T \succeq 0 \\
\iff I \otimes S + T \otimes I \preceq B \otimes A + \frac{1}{w} cc^T \preceq B \otimes A,
\] (2.28)

since \( w < 0 \). We immediately have that the diagonal elements satisfy
\[
S_{ii} + T_{jj} \leq A_{ii} B_{jj} - \frac{1}{|w|} |c_{(j-1)n+i}|^2, \quad \forall i, j.
\] (2.30)

Moreover, since the objective function of the dual involves only the traces of \( S, T \), we can restrict ourselves to diagonal matrices \( S, T \). What is remarkable about these equations is that they are \textit{independent of the sign of the individual components of} \( C \). This is a strong hint on how to obtain an example with a duality gap, see Example 3.2.
Lemma 2.4 Suppose that $A, B \in \mathcal{S}_n$ are diagonal and $c \in \mathbb{R}^n$. Then the optimal value of the dual program $D_C$ is independent of the signs of the elements $c_i$ of $c$.

Proof. Let

$$\mathcal{F} := \left\{ (S, T) \in \mathcal{S}_n : (B \otimes A - I \otimes S - T \otimes I) + \frac{1}{w} cc^T \succeq 0 \right\}. $$

Suppose that $(S, T) \in \mathcal{F}$. Then (2.30) holds, i.e. the diagonal values are independent of the signs of the elements of $c$. Since the objective function depends only on the diagonals of $S, T$, we can assume that both these matrices are diagonal. ■

2.3 The Linear Case

We now assume that $A = B = 0$.

$$\text{QQPL}_C \quad \mu_C := \min \begin{bmatrix} \text{Trace} - 2CX^T \\ \text{s.t.} \quad XX^T = I. \end{bmatrix} \quad (2.31)$$

Just as in the homogeneous (quadratic) case, we can characterize the optimal solution, except that the solution uses singular values rather than eigenvalues.

Proposition 2.5 Suppose we have the singular value decomposition $C = U \Sigma V^T$, where the singular values, $\sigma_i$, are in the diagonal matrix $\Sigma$, and $U, V$ are orthogonal matrices. Then the optimal value of QQPL$_C$ is $\mu_C = -2\text{Trace} \Sigma = -2 \sum_{i=1}^n \sigma_i$. The optimal solution is obtained using the orthogonal matrices that yield the decomposition, i.e. $X^* = UV^T$.

Proof. The decomposition implies

$$\text{Trace} CX^T = \text{Trace} \Sigma V^T X^T U.$$

Since $X, U, V$ are orthogonal, the diagonal (in fact, all) elements of $V^T X^T U$ are $\leq 1$. Therefore the minimum is attained with $V^T X^T U = I$. ■

From (2.28), the dual $D_C$ in this purely linear case can be written as follows. Recall that we can assume $S, T$ are diagonal.

$$\text{LD} \quad \max \begin{bmatrix} e^T s + e^T t + w \\ \text{s.t.} \quad s_j + t_i \leq -\frac{1}{|w|} |c_{j-1,n+i}|^2, \quad i, j = 1, \ldots, n. \end{bmatrix}$$

Again we notice that the dual is independent of the sign of the individual elements of $C$. This results in a duality gap, unlike the homogeneous case, see Example 3.2.

However, we can solve this pure linear case efficiently using singular values, i.e. it is a tractable problem. In [14, 9], it was conjectured that quadratic problems that are tractable can be solved with Lagrangian relaxation if appropriate redundant constraints are chosen. We now see that this holds here if we add variables as well as constraints.
\textbf{Theorem 2.6} Strong duality holds between the pure linear case and its Lagrangian dual if the following equivalent problem for the sum of the singular values is used.

\[
\sum_{i=1}^n \sigma_i(C) = \max_{s.t.} \quad 2 \text{Trace } Y C X^T
\]

(SVD)

\[
W W^T = I, \quad W^T W = I,
\]

\[
W = \begin{bmatrix} X & Y \\ V & Z \end{bmatrix}. \tag{2.32}
\]

\textbf{Proof.} The singular values of } \( C \text{ are the largest } n \text{ eigenvalues of the symmetric matrix } \begin{pmatrix} 0 & C^T \\ C & 0 \end{pmatrix}. \text{ (This can be seen from the variational characterization of the singular values, e.g. [8].)} \text{ Therefore, using our results in Proposition 2.1 above, we get}

\[
\sum_{i=1}^n \sigma_i(C) = \max_{s.t.} \text{Trace} \begin{bmatrix} I & 0 & 0 \\ 0 & X & Y \\ 0 & V & Z \end{bmatrix} \begin{bmatrix} 0 & C^T \\ C & 0 \end{bmatrix} \begin{bmatrix} X^T \\ Y^T \\ Z^T \end{bmatrix}
\]

\[
W W^T = I, \quad W^T W = I,
\]

\[
W = \begin{bmatrix} X & Y \\ V & Z \end{bmatrix}. \tag{2.33}
\]

where

\[
W = \begin{bmatrix} X & Y \\ V & Z \end{bmatrix}. \tag{2.34}
\]

We know that there is no duality gap for this program and its Lagrangian dual. And, the objective function for this program can be simplified to yield the objective function of the theorem. \hfill \blacksquare

\section{Examples with Duality Gaps}

We now present two examples of problems with duality gaps. First we present the duality gap for the homogeneous case, } \( C = 0 \text{, before adding the redundant orthogonal constraints. (See [16].)} \text{)

\textbf{Example 3.1} Consider the the pure quadratic, orthogonally constrained problem

\[
\mu^* := \min_{s.t.} \quad \text{Trace } A X B X^T \tag{3.1}
\]

with } \( 2 \times 2 \text{ matrices}

\[
A = \begin{pmatrix} 1 & 0 \\ 0 & 2 \end{pmatrix}, \quad B = \begin{pmatrix} 3 & 0 \\ 0 & 4 \end{pmatrix}. \]

\text{The dual problem is}

\[
\mu^D := \max_{s.t.} \quad -\text{Trace } S \tag{3.2}
\]

\[
(B \otimes A + I \otimes S) \succeq 0, \quad S = S^T.
\]
Then $\mu^* = 10$. But the dual optimal value $\mu^D < 10$, i.e. we have

$$B \otimes A = \begin{pmatrix} 3 & 0 & 0 & 0 \\ 0 & 6 & 0 & 0 \\ 0 & 0 & 4 & 0 \\ 0 & 0 & 0 & 8 \end{pmatrix},$$

and for dual feasibility, we must have $S_{11} \geq -3$ and $S_{22} \geq -6$. To maximize the dual, equality must hold. Therefore $-\text{Trace } S = 9$.

The next example is for the pure linear case after adding the redundant orthogonal constraints.

**Example 3.2** This example uses $A = B = 0$.

$$\mu^* := \min_{\text{s.t. } XX^T = I, \ X^T X = I} \text{Trace } -2C X^T$$

with $2 \times 2$ matrix

$$C = \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}.$$

We then solve this example with the sign changed on -1, i.e.

$$C = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}.$$

The dual problem in the second case is

$$(D_O) \quad \max \text{s.t. } B^0 \text{Diag } (S) + O^0 \text{Diag } (T) + wE_{00} \preceq L_q,$$

where

$$L_q := \begin{bmatrix} 0 & -1 & -1 & -1 \\ -1 & 0 \\ -1 & -1 \\ -1 & -1 \end{bmatrix}.$$

We saw that the dual optimal value does not change, see Lemma 2.4. But here, the primal does, since the sum of the singular values of the two matrices are: $2\sqrt{2}$ in the first instance and just $2$ for the symmetric $C$, i.e. the optimal values are $-4(\sqrt{2})$ and $-4$, respectively. Therefore, we have a duality gap in the second case.

### 4 Conclusion

In this note we have studied Lagrangian (and so SDP) duality gaps for problems with matrix orthogonality constraints $XX^T = I$. We saw that in the homogeneous case we can have a
duality gap, which is closed if we double the number of constraints by adding the redundant constraint $X^TX = I$ to the primal problem before taking the Lagrangian dual.

We then presented a counterexample to show that one can still have a nonzero duality gap for the general inhomogeneous problem. The duality gap can occur even for the pure linear problem, even though the pure linear problem can be solved efficiently using singular values. The duality gap can be seen to occur because the sign of an individual element of $C$ does not change the dual problem, see Lemma 2.4.

We then saw that we can close the duality gap in the pure linear case if we replace the objective with the homogenized form $YCXT$, and add both variables and constraints, see Theorem 2.6. Effectively, this doubles the number of variables but changes the linear case to a quadratic case so we can apply our previous results on the quadratic homogeneous case.

We still have the open question of whether we can find redundant constraints and/or relaxations to close the duality gap in the general case; or show that it is not possible.
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