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1. Simple Markov Chain Example

• 5 states

• each outgoing edge
same probability
(random walk on
directed graph)
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Simple Markov Chain Example

• start in one state with
probability 1: what is the
stationary probability vector
after ∞ number of steps?

•  stationary probability:
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2. Problem Statement

• B is column-stochastic

• B is irreducible (every state can be
reached from every other state in the
directed graph)
⇒

(no probability sinks!)
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3. Power Method

• largest eigenvalue of B:

• power method:

– convergence factor:

– convergence is very slow when

(slowly mixing Markov chain) (JAC, GS also slow)
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4. Aggregation for Markov Chains

• form three coarse,
aggregated states

(Simon and Ando, 1961)
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Aggregation for Markov Chains

(Krieger, Horton, ... 1990s)



Tuesday seminar, 4 March 2008
hdesterck@uwaterloo.ca

5. Error Equation

• multiplicative correction: error equation, coarse level
error equation, and coarse grid correction
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Error Equation

• coarse grid correction
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Error Equation

• important properties of Ac:
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6. Multilevel Aggregation Algorithm

(Krieger, Horton 1994, but no good way to build Q)
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7. Well-posedness: Singular M-matrices

• singular M-matrix:

• our A=I-B is a singular M-matrix on all levels
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Well-posedness: Singular M-matrices
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8. We Need ‘Smoothed Aggregation’...

after relaxation:

coarse grid
correction with Q:

coarse grid
correction with Qs:

(Vanek, Mandel, and Brezina, Computing, 1996)
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Smoothed Aggregation

• smooth the columns of P with weighted Jacobi:

• take R=PT, and normalize its column sums to 1
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Smoothed Aggregation

• smoothed coarse level operator:

• problem: Acs is not a singular M-matrix (signs wrong)

• solution: lumping approach on S in
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Smoothed Aggregation

• we want to retain crucial properties

• note: S is symmetric!
• we can lump to diagonal in symmetric way, conserving both row

and column sums
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Smoothed Aggregation

• we want as little lumping as possible
• only lump ‘offending’ elements (i,j):

(we consider both off-diagonal signs and reducibility here!)
• for ‘offending’ elements (i,j), choose η ∈ (0,1] s.t.

with

• η=1 means lump full value of offending elements of S  (        = 0)
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9. Lumped Smoothed Method is Well-posed
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10. Numerical Results: Test Problems

• uniform chain

• birth-death chain

• uniform chain with two weak links
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Test Problems

• uniform 2D lattice

• anisotropic 2D lattice
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Test Problems

• tandem queueing network
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11. Numerical Results: Geometric Aggregation
(size 3)
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Numerical Results: Geometric Aggregation (size 3)



Tuesday seminar, 4 March 2008
hdesterck@uwaterloo.ca

Numerical Results: Geometric Aggregation (size 3)
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Numerical Results: Geometric Aggregation (size 3)
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Numerical Results: Geometric Aggregation (3x3)
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Numerical Results: Geometric Aggregation (3x3)
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Numerical Results: Geometric Aggregation (3x3)
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12. Numerical Results: Algebraic Aggregation

• error equation:

• use strength of connection in

• define row-based strength (determine all states that
strongly influence a row’s state, similar to AMG)

• state that has largest value in xi is seed point for new
aggregate, and all unassigned states influenced by it
join its aggregate

• repeat
(our Google SISC paper 2008)
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Numerical Results: Algebraic Aggregation
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Numerical Results: effect of η
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Numerical Results: effect of η
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Numerical Results: Algebraic Aggregation
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Numerical Results: Algebraic Aggregation
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Numerical Results: Algebraic Aggregation
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Numerical Results: Algebraic Aggregation
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Numerical Results: Algebraic Aggregation
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Conclusions

• SAM: algorithm for stationary vector of slowly mixing
Markov chains with near-optimal complexity

• smoothing is essential
• pretty good convergence results
• good theoretical framework (well-posedness)
• different ways of choosing Rs, Ps, lumping?
• no theory yet on optimal convergence (non-

symmetric matrices)

• Questions?
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• high-frequency error is removed by relaxation (weighted Jacobi, Gauss-
Seidel, ...)

• low-frequency-error needs to be removed by coarse-grid correction

Principle of Multigrid (for PDEs)



Tuesday seminar, 4 March 2008
hdesterck@uwaterloo.ca

Multigrid Hierarchy: V-cycle

• multigrid V-cycle:
 relax (=smooth) on successively coarser grids
 transfer error using restriction (R=PT) and interpolation (P)

• W=O(n)


