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1. Simple Markov Chain Example

• 5 states

• each outgoing edge
same probability
(random walk on
directed graph)
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Simple Markov Chain Example

• start in one state with
probability 1: what is the
stationary probability vector
after ∞ number of steps?

•  stationary probability:
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2. Problem Statement

• B is column-stochastic

• B is irreducible (every state can be
reached from every other state in the
directed graph)
⇒

(no probability sinks!)
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Problem Statement

• B is column-stochastic

• B is irreducible

• B is a-periodic

⇒

• largest eigenvalue of B:
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3. Traditional, One-Level Iterative Methods

• Power Method

• Weighted Jacobi Method (WJAC)

normalization:
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Traditional, One-Level Iterative Methods

• Power Method

– convergence factor:

– convergence is very slow when

• WJAC: similar
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4. Aggregation

• form three coarse,
aggregated states

(Simon and Ando, 1961)
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Aggregation

(Krieger, Horton, ...)
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5. Two-Level Acceleration by Aggregation

≈ Iterative Aggregation/Disaggregation Algorithm (IAD)
(Takahashi 1975, Koury et al 1984, Schweitzer and Kindle 
1986, Krieger 1990, Marek and Mayer 1998, ...)
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• high-frequency error is removed by relaxation
• low-frequency-error needs to be removed by coarse-grid correction

6. Relation with Multigrid for PDEs
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multigrid hierarchy: V-cycle

• multigrid V-cycle:

♣ relax (=smooth) on various grids

♣ transfer error using restriction (PT) and interpolation (P)
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7. Multilevel Adaptive Aggregation (MAA)
Method

(Krieger, Horton 1994, but no satisfactory way to build P)
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8. Choosing Aggregates Based on Strength

• error equation:

• use strength of connection in

• define row-based strength (determine all states that
strongly influence a row’s state)

• state that has largest value in xi is seed point for new
aggregate, and all unassigned states influenced by it
join its aggregate

• repeat
(similar to Brandt, McCormick and Ruge, 1983)
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9. Web Matrix Regularization

• web adjacency matrix G, then B=N(G)

• needs to be made irreducible, a-periodic
• need to add in extra links, with ‘coupling factor’ α
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Web Matrix Regularization

• PageRank (used by Google):
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Web Matrix Regularization

• BackButton (add reverse of each link):
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Web Matrix Regularization

• second eigenvalue for PageRank: ≤ 1-α

(α=0.15 and α=0.01)
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Web Matrix Regularization

• second eigenvalue for BackButton (α=0.15 and α
=0.01):
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Web Matrix Regularization

• second eigenvalue for BackButton:

1-|λ2| ≈ O(1/n)
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10. Performance of MAA

• total efficiency factor of MAA relative to WJAC:

•              : MAA 2 times more efficient than WJAC

•                 : MAA 2 times less efficient than WJAC
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Performance of MAA for PageRank

• convergence factors for α=0.15
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Performance of MAA for BackButton
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11. Web Matrix Regularizations as a Function of
Coupling Factor α

• PageRank
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Web Matrix Regularizations as a Function of
Coupling Factor α

• BackButton



ICIAM 2007
hdesterck@uwaterloo.ca

12. Conclusions

• PageRank regularization of webgraph with α=0.15
seems to be a pretty good model for web ranking
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Conclusions

• MAA cannot beat Power Method speed for
PageRank
reasons:
o λ2=0.85, independent of n
o there are global connections on all scales
o Power Method scales perfectly (also in parallel)
o  0.8510=0.2  0.8520=0.04

still:
o MAA provides information about how web pages

are clustered, at all levels
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Conclusions

• MAA can dramatically outperform Power Method for
Markov Chains for which |λ2(n)| → 1 for large n

reason:
o multilevel nature of MAA allows to bridge scales

(Markov Chain has only local connections in this
case)
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Comparison: Strength-based Aggregation

• major differences with previously considered
multilevel methods for Markov chains (Horton,
Krieger,...):
o we use AMG strength of connection based on

scaled problem matrix
o our aggregates based on columns of strength

matrix (~ AMG coarsening)

• IAD methods
o normally only 2-level
o aggregates fixed, based on previously known,

regular structure of Markov chain
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Two-Level Acceleration by Aggregation

• multiplicative correction: error equation
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Web Matrix Regularization

• BackLink (to root page):
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Web Matrix Regularization

• second eigenvalue for BackLink (α=0.15 and α
=0.01):
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Performance of MAA
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Web Matrix Regularizations as a Function of
Coupling Factor α

• BackLink



ICIAM 2007
hdesterck@uwaterloo.ca

Web Matrix Regularizations as a Function of
Coupling Factor α

• BackLink


