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A B S T R A C T

A complete metric space of function-valued mappings appropriate for the representation of hyperspectral images is introduced. A class of fractal transforms is then formulated on this space. Under certain conditions, the fractal transform \( T \) can be contractive, implying the existence of a unique fixed point. We then formulate a simple class of block transforms for the fractal coding of digital hyperspectral images, and illustrate with an example.
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1. Introduction

In [22], we examined some basic self-similarity properties of hyperspectral (HS) images, considering them as function-valued mappings of a base (or pixel) space \( X \) to a suitable (spectral) function space. At each location or pixel \( x \in X \), the hyperspectral image mapping \( u(x) \) is a function that is supported on a suitable domain of definition \( Y \). In practical applications, of course, HS images are digitized: Both the base space \( X \) and spectral domain \( Y \) are discretized so that \( u(x) \) is a vector.

Earlier studies of greyscale images [1,5] have shown that most subblocks of natural images are well approximated (using various forms of affine greyscale mappings) by a number of other subblocks of the image. Such image self-similarity is responsible, at least in part, for the effectiveness of various non-local image processing schemes, including nonlocal-means denoising [6], fractal image coding [12,18] and a variety of other methods devoted to image enhancement, e.g., [8–11,14]. The study in [22] shows that HS images are also quite self-similar, in the sense that "data cubes", namely, \( M \)-channel vectors supported over \( n \times n \)-pixel subblocks of the HS image are well approximated by a number of other data cubes of the image. Moreover, the spectral functions over individual pixels demonstrate a remarkable degree of correlation with each other, not only locally but over the entire image. This suggests that various nonlocal image processing schemes which rely on self-similarity should be quite effective for HS images.

In Section 3 of this paper, we provide the mathematical formalism for a particular class of affine fractal transforms on the space of function-valued HS images and show that under certain conditions, a fractal transform \( T \) can be contractive. From Banach’s Fixed Point Theorem, this implies the existence of a fixed point HS image \( \bar{u} \) such that \( T\bar{u} = \bar{u} \). This leads to the inverse problem of fractal image coding, namely, given an HS image \( u \), find a fractal transform \( T \) with fixed point \( \bar{u} \) that approximates \( u \) to a sufficient degree of accuracy. As in the case of fractal coding of greyscale images, this problem can be solved by means of collage coding, i.e., find a fractal transform \( T \) that maps the HS image \( u \) as close to itself as possible.

One of the original motivations for fractal image coding was image compression [4,12,18]. As in the case of standard transform coding of images, it was found that much less computer memory was required to store the parameters defining the block-based fractal transform \( T \) of an image \( u \). Moreover, the fixed-point approximation \( \bar{u} \) to \( u \) can be constructed by iteration.
of the transform $T$. Fractal image coding has been shown to be effective in performing a number of other image processing tasks, for example, denoising [15] and super-resolution [19].

In Section 5, we examine in more detail a block fractal coding scheme briefly introduced in [22], deriving sufficient conditions for contractivity of the associated fractal transform $T$. We also present the results of some computations on a hyperspectral image. However, it is not the purpose of the present paper to investigate the compression capabilities of this fractal coding scheme nor to compare it with other compression schemes.

Acknowledging the tremendous amount of work that has been done on hyperspectral images, e.g., [7,21], we mention that our work is intended to complement the well-established notion that hyperspectral images generally exhibit a high degree of correlation which can be exploited for the purposes of image enhancement.

2. A complete metric space $(Y, d_Y)$ of hyperspectral images

We consider hyperspectral images as function-valued mappings of a base space $X$ to an appropriate space of spectral functions $\mathcal{F}$, along the lines established in [22, 20]. In this paper, the ingredients of our formalism are as follows:

- The base space $X$: The compact support of the hyperspectral images, with metric $d_X$. For convenience, $X = [0, 1]^n$, where $n = 1, 2$ or 3.
- The range or spectral space $\mathcal{F}$: The space $L^2(R_1)$ of square-integrable functions supported on a compact set $R_1 \subset R_1$, where $R_1 = (y \in R | y \geq 0)$. $L^2(R_1)$ is a Hilbert space with the standard definition of the inner product, i.e.,
  \[
  \langle f, g \rangle = \int_{R_1} f(t)g(t) \, dt, \quad \forall f, g \in L^2(R_1).
  \] (1)

This inner product defines a norm on $L^2(R_1)$, to be denoted as $\| \cdot \|_{L^2(R_1)}$.

We now let $Y$ denote the set of all function-valued mappings from $X$ to $L^2(R_1)$. Given a hyperspectral image $u \in Y$, its value $u(x)$ at a particular location $x \in X$ will be a function – more precisely, an element of the space $L^2(R_1)$. Following the same prescription as in [20], the norm $\| \cdot \|_{L^2(R_1)}$, arising from Eq. (1) may be used to define a norm $\| \cdot \|_Y$ on $Y$ which, in turn, defines a metric $d_Y$ on $Y$. The distance between two hyperspectral images $u, v \in Y$ will then be defined as
  \[
  d_Y(u, v) = \left[ \int_X \| u(x) - v(x) \|^2 \, dx \right]^{1/2} .
  \] (2)

It is straightforward to show that the metric space $(Y, d_Y)$ of hyperspectral images is complete. In fact, $Y$ is trivially a Hilbert space.

3. A class of fractal transforms on $(Y, d_Y)$

We now list the ingredients for a class of fractal transforms on the space of HS images introduced above. For simplicity (especially as far as notation is concerned), we assume that our HS images are “one-dimensional,” i.e., $X = [0, 1]$. The extension to $[0, 1]^n$, in particular, $n = 2$, is straightforward.

1. A set of $N$ one-to-one, affine contraction mappings $w_i : X \to X$, $w_i(x) = s_i x + a_i$, $x \in X$, with the condition that $\bigcup_{i=1}^N w_i(X) = X$. In other words, the contracted copies, or “tiles” of $X$, $w_i(X)$, cover $X$.
2. Associated with each map $w_i$ are the following:
   (a) A scalar $a_i \in R$ and
   (b) A function $\beta_i : R_1 \to R_1$, $\beta_i \in L^2(R_1)$.

The action of the fractal transform $T : Y \to Y$ defined by the above is as follows: For a $u \in Y$ and any $x \in X$,
  \[
  v(x) = (Tu)(x) = \sum_{i=1}^N [\alpha_i(u(w_i^{-1}(x))) + \beta_i].
  \] (3)

The prime on the summation signifies that we sum over only those $i \in \{1, 2, \ldots, N\}$ for which the preimage $w_i^{-1}(x)$ exists, i.e., those $i$ for which $x \in w_i(X)$.

The above formulation represents a generalization of the standard fractal transform for greyscale images. The “value” of the HS image $v(x) = (Tu)(x)$ at a point $x \in X$ is a spectral function, i.e., $v(x) \in L^2(R_1)$. Furthermore, the values of $v(x)$ at $t \in R_1$ are given by
  \[
  v(x; t) = (Tu)(x; t) = \sum_{i=1}^N [\alpha_i u(w_i^{-1}(x); t) + \beta_i(t)].
  \] (4)

The function $\beta_i(t)$ replaces the traditional constant $\beta_i$ employed in standard fractal transforms for (single-valued) images [12, 18].
Another way of viewing this procedure is as follows: For each \( t \in X \). \( N \) copies of the function \( u(x; t) \) are first placed at the points \( w_i(x) \). 1 \( \leq i \leq N \). Each of these copies is then altered in the spectral direction by multiplication by the appropriate \( \alpha_i \) factor followed by the addition of the \( \beta_i(t) \) function. If two or more modified copies are situated at a point \( y \in X \), then they are added together to produce the function \( v(y) = (Tu)(y) \).

**Theorem 1.** Given the fractal transform \( T \) defined above, for any \( u, v \in Y \),
\[
d_Y(Tu, Tv) \leq Kd_Y(u, v),
\]
where
\[
K = \sum_{i=1}^{N} |\alpha_i|^{1/2} |\alpha_i| \geq 0.
\]

**Proof**
\[
d_Y(Tu, Tv) = \left( \int_{X} \left( \sum_{i=1}^{N} \alpha_i |u(w_i^{-1}(x)) - v(w_i^{-1}(x))| \right)^2 dx \right)^{1/2} \leq \sum_{i=1}^{N} \left( \int_{X} |\alpha_i| |u(w_i^{-1}(x)) - v(w_i^{-1}(x))| \right)^2 dx \right)^{1/2} = \sum_{i=1}^{N} |\alpha_i| \left( \int_{X} |u(y) - v(y)|^2 dy \right)^{1/2} = Kd_Y(u, v),
\]
QED.

The following is a consequence of Banach’s Fixed Point Theorem.

**Corollary.** If \( K < 1 \), i.e., \( T \) is contractive on \( Y \), then there exists a unique \( \bar{u} \in Y \), the fixed point of \( T \), such that \( \bar{u} = T\bar{u} \). Furthermore, let \( u_0 \in Y \) be any “seed” for the iteration sequence \( u_{n+1} = Tu_n \). Then \( u_n \rightarrow \bar{u} \) as \( n \rightarrow \infty \), i.e., \( d_Y(u_n, \bar{u}) \to 0 \).

### 4. Inverse problem for fractal transforms on \( (Y, d_Y) \)

We now wish to consider the following inverse problem, which includes fractal image coding [12,18] as a special case: Given a target element \( u \in Y \), find a contractive fractal transform \( T : Y \rightarrow Y \) such that its fixed point \( \bar{u} \) approximates \( u \) to a desired accuracy, i.e., \( d_Y(u, \bar{u}) \) is sufficiently small. Given the complicated nature of the fractal transform, such direct inverse problems are very difficult. An enormous simplification is yielded by the following consequence of Banach’s Fixed Point Theorem, known in the fractal coding literature as the Collage Theorem [3].

**Theorem 2.** If \( K < 1 \), i.e., \( T : Y \rightarrow Y \) is contractive with fixed point \( \bar{u} \in Y \), then for any \( u \in Y \),
\[
d_Y(u, \bar{u}) \leq \frac{1}{1-K} d_Y(u, Tu).
\]

In collage coding [17], one looks for a contractive fractal transform \( T \) that maps the target \( u \) as close as possible to itself, in an effort to make the so-called collage error, \( d_Y(u, Tu) \), as small as possible.

As mentioned in the Introduction, one of the original motivations for fractal image coding was image compression [4,12,18].

### 5. Block fractal transforms on digital hyperspectral images

The remainder of this paper will be concerned with digital HS images supported on an \( N_1 \times N_2 \)-pixel array, \( M \) channels per pixel. Formally, a digital HS image can be represented by a vector-valued image function, \( u : X \rightarrow \mathbb{R}^M \), where \( X = \{1, 2, \ldots, N_1\} \times \{1, 2, \ldots, N_2\} \) is the base or pixel space and \( \mathbb{R}^M \), the nonnegative orthant of \( \mathbb{R}^M \), is the spectral space. At a pixel location \((i_1, i_2) \in X \), the hyperspectral image function \( u(i_1, i_2) \) is a non-negative \( M \)-vector with components \( u_{i_1,i_2}(i_1, i_2) \). 1 \( \leq K \leq M \). We shall refer to this vector as the spectral function at pixel \((i_1, i_2) \).

Most, if not all, fractal image coding methods employ **block-based** transforms, where subblocks of an image are mapped onto smaller subblocks of the image, following the original method of Jacquin [16]. Here it might be tempting to simply consider an HS as a “cube” of data and simply move 3D sub-cubes to other sub-cubes. This, however, is contrary to our spirit of function-valued HS images. We wish to see what can be accomplished by keeping the spectral functions intact, or perhaps “partially intact” as we discuss later in this paper.

It would also be tempting to perform fractal image coding on each channel of an HS image separately. Once again, this is contrary to the spirit of function-valued mappings and the desire to keep spectral functions intact. Our goal is to exploit both the spatial self-similarity of channels as well as the correlation between them.
Here we outline a very simple block-based fractal transform for HS images that keeps spectral functions intact. As done in [1] for greyscale images, we let \( R^{(n)} \) denote a set of nonoverlapping \( n \times n \)-pixel range subblocks \( R_i \), such that \( X = \cup_i R_i \), i.e., \( R^{(n)} \) forms a partition of the pixel space \( X \). Furthermore, let \( u(R_i) \) denote the portion of the HS image function \( u \) that is supported on subblock \( R_i \subset X \). In this discrete setting, \( u(R_i) \) is an \( n \times n \times M \) “data cube” of nonnegative real numbers. We also introduce an associated set \( D^{(m)} \) of \( m \times m \)-pixel domain subblocks \( D_k \subset X \), where \( m = 2n \). This set need not be nonoverlapping, but the blocks should cover the support \( X \), i.e., \( \cup_k D_k = X \).

Given an \( M \)-channel digital HS image \( u \), the fractal transform operator \( T \) will be constructed as follows: For each image subblock \( R_i \in R^{(n)} \), we choose from \( D^{(m)} \) a domain block \( u(D_{j(i)}) \) in order to produce an approximation of the form,

\[
u(R_i) \approx (Tu)(R_i) = \alpha_i u(D_{j(i)}) + \beta_i, \quad 1 \leq i \leq N_R.
\]

(8)

(The choice of the best domain block will be discussed a little later in this section.) Here, \( \beta_i = (\beta_{1}, \beta_{2}, \ldots, \beta_{M}) \) is an \( M \)-vector, which plays the role of the \( \beta(t) \) function in Eq. (4). \( N_k \) denotes the cardinality of the set \( R^{(m)} \) and the wide hat denotes an appropriate \( 2n \times 2n \to n \times n \) pixel decimation operation which produces the geometric contraction in discrete pixel space. Note that only one constant \( \alpha_i \) is employed for all \( M \)-channels supported on the range block \( R_i \). (In other words, the \( M \)-channels are not coded separately.)

The approximation problem in Eq. (8) may be expressed in the form

\[
y_{lm} \approx \alpha x_{lm} + \beta_m, \quad 1 \leq l \leq N, \quad 1 \leq m \leq M,
\]

where \( N = N_1 \times N_2 \). For simplicity of notation, the \( N_1 \times N_2 \) matrices in pixel space have been converted into \( N \)-vectors. The “stack” of \( M \) \( N \)-vectors \( y_{lm} \) contain the elements of the range block \( u(R_i) \) being approximated. As well, the “stack” of \( M \) \( N \)-vectors \( x_{lm} \) contain the elements of the decimated domain block \( u(D_{j(i)}) \). Note that the subscripts \( i \) and \( j(i) \) from Eq. (8) have also been omitted for notational ease.

The parameters \( \alpha \) and \( \beta_m \), \( 1 \leq m \leq M \), which minimize the squared \( L^2 \) distance,

\[
\Delta^2 = \sum_{l=1}^{N} \sum_{m=1}^{M} (y_{lm} - \alpha x_{lm} - \beta_m)^2
\]

are given by (details in [22])

\[
\alpha = \frac{\sum_{m=1}^{M} \sum_{l=1}^{N} x_{lm} (y_{lm} - y_m)}{\sum_{l=1}^{N} \sum_{m=1}^{M} x_{lm}^2 - N \sum_{m=1}^{M} x_m^2}
\]

and

\[
\beta_m = y_m - \alpha x_m, \quad 1 \leq m \leq M.
\]

Here

\[
\bar{x}_m = \frac{1}{N} \sum_{l=1}^{N} x_{lm} \quad \text{and} \quad \bar{y}_m = \frac{1}{N} \sum_{l=1}^{N} y_{lm}
\]

denote the (spatial) mean values on each channel.

The set of range-domain assignments \((i, j(i))\), and spectral map parameters, \((\alpha_i, \beta_{i1}, \beta_{i2}, \ldots, \beta_{iM})\), for \( 1 \leq i \leq N_R \), comprise the fractal code which defines a fractal transform \( T \). If \( T \) is contractive (see below), then its fixed point hyperspectral image \( u \) may be computed by the iteration procedure \( u_{n+1} = Tu_n \), where \( u_0 \) is any “seed” image. (For convenience, one may employ the zero image \( u_0 = 0 \).)

Note. In the special case that \( M = 1 \), Eq. (8) reduces to the usual fractal block transform method for greyscale images.

Technically speaking, Theorem 1 of Section 3 does not apply to block-based fractal transforms since one is not mapping the entire image \( u(X) \) onto a range block \( R_i \). The determination of \( L^2 \) Lipschitz factors such as \( K \) in Eq. (6) is quite complicated. Fortunately, we may resort to a simplification which is employed in most block coding methods. In the case of digitized images, it is easy to show that the condition \(|\alpha_i| < 1\) for all image range blocks \( u(R_i) \) is sufficient to guarantee contractivity of the fractal transform \( T \) in the \( L^2 \)-norm, from which the existence of a unique fixed point \( u \) of \( T \) follows.

We now return to the question of determining the “best” fractal transform \( T \) associated with a given image \( u \), i.e., the transform \( T \) with fixed point \( \hat{u} \) that approximates \( u \) as best as possible. Because the range blocks \( R_i \) are nonoverlapping, the sum of the errors associated with the approximations in Eq. (8) defines the total collage error \( d_T(u, \hat{u}) \) on the LHS of Eq. (7). Since our goal is to make the approximation error \( d_T(u, \hat{u}) \) on the LHS of Eq. (7) as small as possible, we choose, for each range block \( u(R_i) \), the domain block \( u(D_{j(i)}) \) which best approximates \( u(R_i) \). If we let \( \Delta_{ik} \) denote the error in approximating a range block \( u(R_i) \) with a domain block \( u(D_k) \), i.e.,

\[
\Delta_{ik} = \min_{i, k} \| u(R_i) - \alpha_i u(D_k) - \beta_i \|_2^2,
\]

(14)
then the index \( j(i) \) of the optimal domain block \( u(D_{ji}) \) associated with \( u(R_i) \) is
\[
j(i) = \arg \min_{k} \Delta_{ik}.
\]

(15)

Once again, this is the essence of collage-based fractal image coding.

6. Some numerical results

We now show some results of our block-based fractal transform as applied to the AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) image, "Yellowstone calibrated scene 0", a 512 line, 677 samples per line, 224-channel image, available from the Jet Propulsion Laboratory site [2]. The computations reported below were performed on a 512 \times 512-pixel section of this image. The range blocks \( R_i \) used were \( N_R = 4096 \) nonoverlapping 8 \times 8-pixel blocks. The domain blocks \( D_i \) were \( N_D = 1048 \) nonoverlapping 16 \times 16-pixel blocks.

In Fig. 1 (top) is presented a histogram plot of the distribution of errors \( \Delta_{ij} \) associated with all possible approximations in Eq. (14), i.e., for each range block \( R_i \), we consider all possible domain blocks \( D_k \). This distribution is very similar to the
distribution of “Case 3” same-scale approximation errors in [22], where the domain blocks \( D_k \) were the same size as the range blocks \( R_i \). The strong peaking of these distributions near zero error shows that many range blocks \( u(R_i) \) of the AVIRIS hyperspectral image are well approximated by affinely modified domain blocks \( u(D_k) \).

For reference purposes, Fig. 1 (bottom) shows a histogram plot of the error distribution that results when no affine mapping is employed in Eq. (8), i.e., \( a_i = 1 \) and \( b_i = \cdots = b_{IM} = 0 \). Here, each range block \( u(R_i) \) is simply approximated by the decimated domain block \( u(D_k) \) with error given by

\[
\Delta^0_{ik} = \| u(R_i) - u(D_k) \|_2.
\]

The distribution of these errors is more diffuse and, in fact, very similar to the “Case 1” same-scale approximation errors (also with no affine mappings) presented in [22]. Clearly, the use of affine maps yields a significant improvement in approximation.

In Fig. 2 is presented the distribution of \( a_i \) coefficients associated with the optimal range blocks \( u(R_i) \) employed in the fractal code. The spikes at \( \pm 0.95 \) are caused by “clamping”. For a relatively small number of range blocks, the optimal value of \( a \) lies outside the range \((-1, 1)\). In such cases, the \( a \) parameter is “clamped” to \( \pm 0.95 \) and the \( b \) vector is computed from this value. This clamping is performed in an effort to insure the stability and numerical convergence of the iteration procedure \( u_{n+1} = Tu_n \) used to construct the fixed point attractor \( \tilde{u} \) of the fractal transform \( T \). The effect of this sub-optimal fitting of a few blocks is negligible.

The absence of a strong peak at \( a = 0 \) in Fig. 2 represents a significant difference between the \( a \)-parameter distributions for HS images and those observed for most (single-valued) greyscale images. The near-zero peaking in greyscale images is generally due to the fact that most of their blocks are quite “flat”, i.e., have low variance. As such, they can be well approximated by constant blocks which are produced by \( a \)-values close to, if not equal to, zero. This does not seem to be the case for HS images, mostly because the image subblocks are “cubes”, i.e., collections of vectors.

Some of the results of this fractal coding procedure are presented in Fig. 3. The fixed point attractor function \( \tilde{u} \) of the fractal transform \( T \) defined by the fractal code for the AVIRIS image – the domain-range assignments \( j(i) \), the scaling parameters \( a_i \) and the shift vectors \( b_i \) for \( 1 \leq i \leq 4096 \) – was generated using the iteration procedure \( u_{n+1} = Tu_n \), starting with the image \( u_0 = 0 \). Reasonable convergence was achieved at \( u_{10} \). Channels 20, 120 and 220 of \( u_{10} \) are presented in Fig. 3 on the right along with corresponding channels of the original (uncoded) AVIRIS image on the left.

A closer inspection of these fractal-based approximations shows that the most noticeable errors are located in regions of high image variation, i.e., detailed textures. Furthermore, because of the block-based nature of the coding method, blurriness is also accompanied by blockiness. Such degradations (which are also observed in the fractal coding of standard greyscale images [12,18]) are also seen in images that have been highly compressed using the JPEG. (Recall that the JPEG compression method employs \( 8 \times 8 \)-pixel blocks.) For purposes of comparison, a JPEG-encoded approximation to Channel 20 is presented in Fig. 4. The Quality Factor of 25 was chosen in order to yield a compression ratio that was roughly equal to that estimated for the fractal coding method (about 40:1).
As might be expected, the accuracy of the simple fractal coding method employed here may be increased by using smaller range blocks, \( R_i \), for example, 4 \times 4-pixel blocks. However, this increase in accuracy is accomplished at a price – the need to store more fractal code parameters. Such a trade-off between accuracy and storage is the basis of rate-distortion analysis – a fundamental issue of image and data compression – which is beyond the scope of this paper.

Admittedly, the use of a regular grid of \( n \times n \)-pixel blocks is suboptimal. There are more sophisticated methods of partitioning the pixel space \( X \), e.g., quadtree decomposition, rectangular and triangular blocks – for more details, the reader is referred to [12,18]. We simply mention here that the mathematical framework presented here can easily be adapted to accommodate such schemes.

Fig. 3. Some channels of the attractor \( u \) of the fractal transform \( T \) obtained by fractally coding the AVIRIS hyperspectral image using 8 \times 8-pixel range blocks and 16 \times 16-domain blocks.
Fig. 4. $8 \times 8$-pixel block approximations to channel 20 of the AVIRIS hyperspectral image.

Fig. 5. Correlations $C_{kl}$ between channels of AVIRIS hyperspectral image, demonstrating the existence of several subgroups of highly correlated channels.

Fig. 6. Correlations $C_{kl}$ between channels of hyperspectral fern image, which demonstrates a lesser degree of grouping of correlated channels.
7. Conclusion

In this paper, we have presented a complete metric space \((Y, d_Y)\) of function-valued mappings that is suitable for the representation of hyperspectral images. As well, a class of fractal transforms over this space has been introduced. Under appropriate conditions, a fractal transform \(T\) can be contractive. This leads to an inverse problem in which an element \(u \in Y\) is approximated by the fixed point \(u\) of a fractal transform.

We then consider a simple class of block-based fractal transforms – a slight modification of the transforms introduced earlier – which are particularly suited for digital hyperspectral images, approximating spectral function vectors at one point \(x \in X\) by modified vectors from other points. Such an approach is consistent with the method of nonlocal image processing.

A block-based transform employing \(8 \times 8\)-pixel range blocks \(R\) was then employed to fractally code a standard hyperspectral image, the 224-channel AVIRIS “Yellowstone” image. Of course, this transform is in no way optimal. The results could be improved slightly by examining all eight possibilities of mapping square blocks to square blocks, i.e., rotations and inversions. One could also employ smaller range blocks, or a variety of range block sizes, as is done in quadtree-based fractal coding of greyscale images \([12,18]\). Of course, the price for any improvement is increased computational time.

A further improvement may also be obtained if significant correlations exist between groups of channels in a hyperspectral image. For example, Fig. 5 shows a plot of the correlations between all pairs of channels \(u_k\) and \(u_l\). \(1 \leq k, l \leq M\), of the AVIRIS image employed in this study, where \(M = 224\). Recalling that each channel \(u_k\) is an \(N_1 \times N_2\) array, the correlation \(C_{kl}\) between channels \(u_k\) and \(u_l\) is computed in the standard fashion, i.e.,

\[
C_{kl} = \frac{\sigma_k \sigma_l}{\sigma_{kl}^2}.
\]  

(17)

Here

\[
\sigma_k = \sqrt{\sum_{i=1}^{N_1} \sum_{l=1}^{N_2} (u_k(i_1, i_2) - \bar{u}_k)^2} \quad \text{(18)}
\]

and

\[
\sigma_{kl} = \sum_{i_1=1}^{N_1} \sum_{i_2=1}^{N_2} (u_k(i_1, i_2) - \bar{u}_k)(u_l(i_1, i_2) - \bar{u}_l),
\]

(19)

where \(\bar{u}_k\) denotes the mean of the array \(u_k\). (The usual factor \(1/(N_1N_2 - 1)\) accompanying each double summation can be omitted from the formulas for \(\sigma_k\) and \(\sigma_{kl}\) since it cancels out of the formula for \(C_{kl}\).)

The block nature of the plot in Fig. 5 shows that the channels can be divided into at least three subgroups, the channels within each subgroup having higher correlations than those of other subgroups. As such, it may be advantageous to consider separate fractal transforms, each of which operates within a particular group of channels.

The plot in Fig. 6 of the correlations between channels in the “hyperspectral fern” image \([13]\), which was also examined \([22]\), shows a much lesser amount of internal grouping of channels. As such, a single fractal transform over all channels may suffice.
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