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In recent years many advances have been made in solution techniques for specially structured 0-1 integer programming problems. In contrast, very little progress has been made on solving general (mixed) integer problems. This, of course, is not true when viewed from the theoretical side: H.W. Lenstra (1983) made a major breakthrough, obtaining a polynomial-time algorithm when the number of integer variables is fixed. We discuss a practical implementation of a Lenstra-like algorithm, based on the generalized basis reduction method of L. Lovász and H.E. Scarf (1988). This method allows us to avoid the ellipsoidal approximations required in Lenstra’s algorithm. We report on the solution of a number of simple (but difficult) examples, with up to 100 integer variables. Our computer code uses the linear programming optimizer CPLEX as a subroutine to solve the linear programming problems that arise.

Much of the computational work on integer linear programming has been devoted to solving problems having 0-1 variables. In recent years, the focus has been on the use of problem-specific cutting-plane methods for various classes of 0-1 problems. Some spectacular successes in this area have been achieved by Crowder, Johnson, and Padberg,[5] Grötschel, Jünger and Reinelt,[6] Padberg and Rinaldi,[18] van Roy and Wolsey,[20] and others. In contrast, very little progress has been made on solving general (mixed) integer problems. Indeed, most commercially available codes are based on branch and bound methods that are not particularly well suited for general integer variables. This specialization to algorithms for 0-1 problems is partly justified by the large number of applications in which the variables are restricted to assume the values of 0 and 1. But it is possible that the lack of successful applications of general integer models is due in part to the absence of tools for solving these models.

In 1983, Lenstra[13] made a major breakthrough in the theory of integer programming, obtaining an algorithm with running time bounded by a polynomial in the size of the input when the number of integer variables is fixed. Perhaps more important than the algorithm itself was Lenstra’s introduction of results from the geometry of numbers into the study of integer programming. These methods have since been used with great success by Kannan,[8] Kannan and Lovász,[9] Kannan, Lovász, and Scarf[10] Grötschel, Lovász, and Schrijver[11] and others, in treating a variety of issues in integer programming. Although these results are all of a theoretical nature, it is clear that the geometry of numbers provides insights that can be used in dealing with the practical issue of solving general integer programming problems. The purpose of this paper is to describe a first step in this direction.

We present a practical implementation of a Lenstra-like algorithm, employing the “generalized basis reduction” method of Lovász and Scarf,[13] and report on some computational experience with the algorithm. As one could anticipate, for 0-1 problems our code was not competitive with commercially available codes such as LINDO[14] and OSP.[17] However, for a class of general integer programming problems arising from a network design application (Saniee[21]), our code successfully solved a series of test problems that were not tractable by standard branch and bound techniques.

The paper is organized as follows. In Section 1 and 2 we briefly present the background of the algorithm. In Section
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3 we describe our implementation and in Section 4 we present some computational results. We assume the reader is familiar with integer programming methods. For a treatment of this area see the books of Nemhauser and Wolsey\cite{16} and Schrijver\cite{22}.

1. Branching on Hyperplanes

In our discussion, we consider the integer programming feasibility problem: Given a system of linear inequalities $Ax \leq b$, with $A$ a rational $m$ by $n$ matrix and $b$ a rational $m$-vector, does there exist an integer vector $h$ satisfying $Ah \leq b$? In other words, given a polyhedron $P = \{ x : Ax \leq b \}$, is $P \cap Z^n$ nonempty? (The set of $n$-dimensional integral vectors is denoted by $Z^n$.)

In Section 3 we indicate how to deal with an objective function and the possibility of having continuous variables. We will assume throughout the paper that the entries of $A$ and $b$ are rational, so that $P$ is a rational polyhedron.

The key to Lenstra’s integer programming algorithm is the following “Flatness Theorem” due to Khinchine\cite{11}.

**Theorem 1.** Let $P \subseteq \mathbb{R}^n$ be a bounded, rational polyhedron. Then either $P \cap Z^n \neq \emptyset$ or there exists $w \in Z^n \setminus \{0\}$ such that

$$\max\{wx : x \in P\} - \min\{wx : x \in P\} \leq \gamma_n$$

where $\gamma_n$ is a constant depending only on the dimension $n$.

This result states that either $P$ contains an integral vector or there exists an integral direction in which $P$ is “flat.” To date, the best known upper bound for $\gamma_n$ is $cn^2$, where $c$ is a universal constant (Kannan and Lovász\cite{5}).

Lenstra\cite{13} showed that if the dimension $n$ is fixed, then in time polynomial in the size of $Ax \leq b$, one of the two alternatives in Theorem 1 can be found for a certain choice of $\gamma_n$. This was improved by Grötschel, Lovász, and Schrijver\cite{17} who showed that for $\gamma_n = (n \ln n + 12) n^2$ one of the two alternatives can be found in polynomial time even for varying $n$. In both cases, a polynomial-time algorithm to solve the integer programming feasibility problem can be derived as follows. First, by intersecting $P$ with a large enough box if necessary, we may assume that $P$ is a bounded polyhedron (see Schrijver\cite{22}). Next, applying one of the above algorithms, we either find an integral vector in $P$ or we find a flat direction $d_1 \in Z^n$. In the latter case, for each integer $t_1$ such that $[\min(dx : x \in P)] \leq t_1 \leq [\max(dx : x \in P)]$ we test if the polyhedron $P \cap \{ x : d_1 \cdot x = t_1 \}$ contains an integral vector. Since $d_1$ is a flat direction and $n$ is fixed, there are only a constant number of these subproblems. Moreover, it is easy to ensure that the dimension of each of the polyhedra $P \cap \{ x : d_1 \cdot x = t_1 \}$ be less than the dimension of $P$. So, applying the above procedures to each of these polyhedra, we build a search tree (as in Figure 1) that is at most $n$ deep. This means that the tree has only a constant number of nodes (since $n$ is fixed). It follows that we have a polynomial-time algorithm for solving the original feasibility problem.

This type of algorithm can be described as “branching on hyperplanes.” The flat directions are used to keep the search tree from getting too large. To find these directions, both Lenstra\cite{13} and Grötschel, Lovász, and Schrijver\cite{21} start off by computing a pair of ellipsoids $E_1$ and $E_2$ that approximate $P$ in the following sense: $E_1 \subseteq P \subseteq E_2$, and $E_2$ are concentric, and $E_2$ arises by blowing up $E_1$ by a factor of $\sigma_n$, where $\sigma_n$ is a constant depending only on $n$. Notice that if we find a flat direction for $E_1$, then this is also a flat direction for $E_2$ (and hence also a flat direction for $P$).

So with this ellipsoidal approximation in hand, we can temporarily ignore $P$ and concentrate on the inside ellipsoid $E_1$. This is precisely what Lenstra and Grötschel, Lovász, and Schrijver do, using a “basis reduction” algorithm of Lenstra, Lenstra, and Lovász\cite{12} to either find a flat direction for $E_1$ or show that $E_1$ contains an integral vector.

This ellipsoidal approximation is very convenient, but in practice you do pay a price since a good deal of information is lost in the approximation step. Also, although the pair of ellipsoids can be found in polynomial time (Grötschel, Lovász, and Schrijver\cite{21}), the method makes use of the ellipsoidal algorithm for linear programming, which is known not to work well in practice.

In the next section we describe a generalized “basis reduction” algorithm of Lovász and Scarf\cite{15} that we use to find a flat direction by working directly on the polyhedron $P$. The disadvantage of this method is that it involves considerably more computation than the algorithm of Lenstra, Lenstra, and Lovász\cite{12}. It would be interesting to compare an efficient implementation of Lenstra’s algorithm with the results reported in this paper.

2. Generalized Basis Reduction

Let $P = \{ x : Ax \leq b \}$ be a bounded rational polyhedron.

For $w \in \mathbb{R}^n$, we define $F(w)$ to be $\max(\omega - wy : Ax \leq b, Ay \leq b)$, that is the width of $P$ in the direction $w$ (see Figure 2). Notice that the function $F$ is convex, symmetric, and homogeneous of degree 1. To implement the “branching on hyperplanes” strategy, we need to find a nonzero integral vector having a small $F(\cdot)$ value. Our approach will be to find a representation of $Z^n$ that will give us this good direction.
A basis for the integer lattice \( \mathbb{Z}^n \) is a collection of linearly independent vectors \( b^1, \ldots, b^n \) such that every \( w \in \mathbb{Z}^n \) can be written as \( \lambda_1 b^1 + \cdots + \lambda_n b^n \) for some choice of integers \( \lambda_1, \ldots, \lambda_n \). We define a family of functions \( F_i(\cdot), \ldots, F_n(\cdot) \) with respect to the polyhedron \( P \) and a given basis \( b^1, \ldots, b^n \), letting

\[
F_i(w) = \min F_i(w + \alpha_1 b^1 + \cdots + \alpha_i-1 b^{i-1})
\]

with the minimum taken over all choices of rational numbers \( \alpha_1, \ldots, \alpha_{i-1} \). Note that \( F_i(\cdot) \) is just the width function \( F_i(\cdot) \). Using linear programming duality, one can easily show that for each \( i = 1, \ldots, n \),

\[
F_i(w) = \max \{ wx - wy : Ax \leq b, Ay \leq b, \\
b^1 x - b^1 y = 0, \ldots, b^{i-1} x - b^{i-1} y = 0 \}.
\]

So \( F_i(w) \) can, therefore, be computed by solving a single linear programming problem.

To see the connection between the functions \( F_i(\cdot) \) and our problem of finding a good direction, consider the following simple result.

**Theorem 2.** Suppose \( b^1, \ldots, b^n \) is a basis such that \( F_i(b^i) \leq F_i(b^1) \leq \cdots \leq F_i(b^n) \). Then \( b^i \) achieves the minimum value of \( F_i(\cdot) \) over all nonzero \( w \in \mathbb{Z}^n \).

Proof. Let \( w \in \mathbb{Z}^n \setminus \{0\} \). Since \( b^1, \ldots, b^n \) is a basis, we can write \( w = \lambda_1 b^1 + \cdots + \lambda_n b^n \) for some integers \( \lambda_1, \ldots, \lambda_n \). Let \( k \) be the greatest index such that \( \lambda_k \neq 0 \). We have

\[
F_i(w) \geq F_i(w) = F_i(\lambda_1 b^1 + \cdots + \lambda_k b^k) = |\lambda_k| F_i(b^k) \geq F_i(b^k).
\]

The result follows, since \( F_i(\cdot) \) is identical to \( F_i(\cdot) \). ■

Although we cannot usually achieve the conditions given in Theorem 2, we can find a basis that satisfies the weaker condition

\[
F_{i+1}(b^{i+1}) \geq ((1/2) - \varepsilon) F_i(b^i)
\]

for all \( i = 1, \ldots, n-1 \), where \( 0 < \varepsilon < 1/2 \) is a fixed constant.

To this end, we call a basis \( b^1, \ldots, b^n \) reduced if the following two conditions hold for all \( i = 1, \ldots, n-1 \)

\[
F_i(b^{i+1} + \mu b^i) \geq F_i(b^{i+1}) \quad \text{for all integers } \mu
\]

\[
F_i(b^{i+1}) \geq (1 - \varepsilon) F_i(b^i).
\]

These simple conditions on pairs of the basis vectors immediately suggest an algorithm for computing a reduced basis, as we indicate below. But first, note that a reduced basis does indeed satisfy (3) (Lovász and Scarf[15]).

**Theorem 3.** Let \( b^1, \ldots, b^n \) be a reduced basis. Then (3) holds for all \( i = 1, \ldots, n-1 \).

Proof. From the definition of \( F_i(\cdot) \), we have the identity

\[
F_{i+1}(b^{i+1}) = \min \{ F_i(b^{i+1} + \alpha b^i) : \text{all rationals } \alpha \}.
\]

Now since the rational \( \alpha \) that achieves the minimum in the right hand side of this equation is within \( 1/2 \) of an integer, we know that the right hand side is at least

\[
\min \{ F_i(b^{i+1} + \mu b^i) : \text{all integers } \mu \} - (1/2) F_i(b^i).
\]

Using the conditions (4) and (5), the result follows. ■

Combining this with the proof of Theorem 2, we have the following result of Lovász and Scarf[15].

**Theorem 4.** Let \( b^1, \ldots, b^n \) be a reduced basis and let \( \lambda \) be the minimum of \( F(w) \) over all nonzero \( w \in \mathbb{Z}^n \). Then \( \lambda \geq F(b^1)(1/(2) - \varepsilon)^{-1} \).

It follows that a reduced basis gives us a direction that is not too far away from the minimum width of the polytope \( P \).

To aid the discussion in the next section, we state the generalized basis reduction algorithm that follows from the conditions (4), (5) given above. (The “generalized” refers to the fact that this algorithm generalizes the basis reduction method given in Lenstra, Lenstra, and Lovász[12].) The algorithm starts off with a basis \( b^1, \ldots, b^n \) (for example, the standard basis where each \( b^i \) is the \( i \)th unit vector) and moves through a sequence of bases as follows: Starting with \( i = 1 \) and continuing until \( i = n \), carry out the two steps

- Replace \( b^{i+1} \) by \( b^{i+1} + \mu b^i \), with \( \mu \) the integer that minimizes \( F_i(b^{i+1} + \mu b^i) \).
- If \( F_i(b^{i+1}) < (1 - \varepsilon) F_i(b^i) \), swap \( b^i \) and \( b^{i+1} \) and set \( i \) to the maximum of 1 and \( i - 1 \). Otherwise, set \( i \) to \( i + 1 \).

Lovász and Scarf[1] show that this algorithm runs in polynomial time for fixed \( n \). (It is not known whether the running time is polynomial for varying \( n \).) For a further discussion of reduced bases we refer to the reader to the paper of Lovász and Scarf[15].

3. Implementation

Carrying out the generalized basis reduction algorithm involves the solution of many linear programming problems. Several important observations help to cut down on this computational effort.

To start off, how do we find the integer \( \mu^* \) that minimizes \( F_i(b^{i+1} + \mu b^i) \)? This could be done with a line search, but there is a more direct method. Since \( F_i, (b^{i+1}) = \min \{ F_i(b^{i+1} + \alpha b^i) : \text{all rationals } \alpha \} \), it follows that the rational \( \mu^* \) that minimizes \( F_i(b^{i+1} + \alpha b^i) \) is the dual variable associated with the equation \( b^i x - b^i y = 0 \) in the linear programming problem used in the calculation of \( F_i, (b^{i+1}) \). Since \( F_i(b^{i+1} + \alpha b^i) \) is a convex function in \( \alpha \), we know that \( \mu^* \) is either \( \lfloor \alpha^* \rfloor \) or \( \lceil \alpha^* \rceil \).
Using the above approach, at level \( i \) of the basis reduction algorithm we will compute the functions
\[
F_{i+1}(b^{i+1}), F_i(b^{i+1} + \mu_i b^i), F_i(b^i)
\]
where \( \mu_i \) is the integer that minimizes \( F_i(b^{i+1} + \mu_i b^i) \), together with \( \alpha_i \), the dual variable associated with the equation \( b^i x - b^i y = 0 \) in the linear programming problem for \( F_{i+1}(b^{i+1}) \). Finding these data in direct manner will require the solution of either two or four linear programming problems, depending on whether or not \( \alpha_i \) is an integer. Some of this work can be saved, however, by simply avoiding the solution of problems that we have already solved, as we indicate below.

Suppose that we are at level \( i \) and are about to decrease the level to \( i - 1 \). In this transition we first replace \( b^{i+1} \) by \( b^{i+1} + \mu_i b^i \) and swap this latter vector with \( b^i \), obtaining the basis
\[
b^1, b^2, \ldots, b^{i-1}, b^{i+1} + \mu_i b^i, b^i, \ldots, b^n.
\]
The first of the three linear problems that we must solve at this level involves the evaluation of \( F_i(b^{i+1} + \mu_i b^i) \), and the third the evaluation of \( F_{i-1}(b^{i-1}) \).

The first observation to make is that \( F_{i-1}(b^{i-1}) \) has already been evaluated at the last time that we were at level \( i - 1 \), since we have not changed the vectors \( b^1, b^2, \ldots, b^{i-1} \) in any of the basis reduction steps at levels greater than \( i - 1 \). Therefore, all that we need in order to evaluate this function is a list of its past values.

Secondly, the function \( F_i(b^{i+1} + \mu_i b^i) \) is precisely the same as the middle function in (6) at level \( i \), and therefore need not be reevaluated. We can also obtain \( \alpha_{i-1} \) from this same evaluation. (Note that if we did not have to evaluate the middle function at level \( i \), because \( \alpha_i \) was an integer, then \( \alpha_{i-1} \) is the dual variable associated with the constraint \( b^{i-1} x - b^{i-1} y = 0 \) in the evaluation of \( F_{i-1}(b^{i-1}) \).)

So, if \( \alpha_{i-1} \) is an integer, which it is in many cases, then there are no new linear programming problems to solve at this level. If \( \alpha_{i-1} \) is not an integer, then we need to solve two linear programming problems, in order to get the middle function in (6). More generally suppose that the dual variables \( \alpha_1, \alpha_2, \ldots, \alpha_k \) are all integral. Then the first function in (6) stays constant, and the middle function is not evaluated, for the next \( k \) iterations, as long as the index is decreasing.

There is also a savings that can be made if we move from level \( i \) to level \( i + 1 \). In this case, the new basis is
\[
b^1, b^2, b^{i-1}, b^i, b^{i+1} + \mu_i b^i, b^i, \ldots, b^n.
\]
Now the last of the functions in (6) to be evaluated at level \( i + 1 \) is \( F_{i+1}(b^{i+1} + \mu_i b^i) \). But this value is the same as \( F_{i+1}(b^{i+1}) \), which we have already evaluated at the previous level. Again, this can be continued for any sequence of increasing indices.

In our implementation, rather than working with a general basis \( b^1, \ldots, b^n \), we perform unimodular transformations of the space so that our basis is always the standard basis (with \( b^i \) the \( i \)th unit vector). This makes the computer code somewhat simpler, since we know beforehand the form of the equations \( b^i x - b^i y = 0 \) that must be added to the linear programming problems. Note, however, that we must maintain the inverse transformation, \( B^{-1} \), to bring any integral vector we find back to the original coordinate system. To describe the necessary transformations, let \( a^1, \ldots, a^n \) denote the columns of the matrix \( A \). Then replacing \( b^{i+1} \) by \( b^{i+1} + \mu_i b^i \) is accomplished by replacing \( a^i \) by \( a^i - \mu_i a^{i+1} \), and swapping \( b^i \) and \( b^{i+1} \) is accomplished by swapping \( a^i \) and \( a^{i+1} \). To update our inverse transformation, we perform these same operations on the columns of \( B^{-1} \) (A potential disadvantage of this method is that it might lead to a greater increase in the number of non-zeros than had we appended the reduced basis explicitly. We have not, however, encountered extensive fill-in with any of the test problems which we have examined.)

The basis reduction algorithm is the core of our integer programming method. As we outlined in Section 1, our code proceeds as follows (keeping in mind that we always work with the standard basis). We have a recursive function \( \text{SEARCH}(k, t_1, t_2, \ldots, t_{k-1}) \), where \( k \) and \( t_1, t_2, \ldots, t_{k-1} \) are integer inputs. When \( \text{SEARCH}(k, t_1, t_2, \ldots, t_{k-1}) \) is called, the first \( k - 1 \) variables have been fixed at the integer values \( t_1, t_2, \ldots, t_{k-1} \), and the function will search for integer values for the remaining variables. If \( k \) happens to be equal to \( n + 1 \), then the function simply records the integral solution \( (t_1, \ldots, t_n) \) (after transforming it back to the original coordinate system) and terminates the program. Otherwise, the variable \( x_k \) is maximized and minimized over the current polyhedron (the transformed original polyhedron, intersected with the hyperplanes \( x_1 = t_1, \ldots, x_{k-1} = t_{k-1} \), giving us two numbers, \( u \) and \( l \) (the optimal values of the two linear programming problems). If \( |u| > |l| \), then we know that the current polyhedron contains no integral vectors, so we return 0. If \( |u| = |l| \), then we fix \( x_k \) at this value, and return the output of \( \text{SEARCH}(k + 1, t_1, t_2, \ldots, t_{k-1}, |u|) \). If \( |u| > |l| \), then there is more than one possibility for \( x_k \). So we call the basis reduction routine (with the parameter \( k \), that tells the routine only to perform the basis reduction on the basis vectors \( b^1, \ldots, b^n \), to transform the problem in an attempt to cut down on the number of possible values for \( x_k \). We than recompute \( u \) and \( l \). If \( |u| < |l| \) or \( |u| = |l| \), we proceed as above. Otherwise, for each integer \( t_k \) between \( |l| \) and \( |u| \) we set \( x_k = t_k \) and call \( \text{SEARCH}(k + 1, t_1, t_2, \ldots, t_{k-1}, t_k) \) If each of these calls returns 0, then \( \text{SEARCH}(k, t_1, t_2, \ldots, t_{k-1}) \) also returns the value 0.

This procedure solves the integer programming feasibility problem; it either finds an integral solution (and terminates) or \( \text{SEARCH}(1, \emptyset) \) returns the value 0, in which case we can conclude that the polyhedron contains no integral vectors. But since many practical problems will have an associated objective function that must be maximized, that is, they will have the form \( \max \{ wx : Ax < b, x \text{ integral}\} \), we need to deal with this possibility in our code.

One straightforward method is to simply add the constraint \( wx \leq T \) to our system \( Ax < b \), and use binary search on the value of \( T \) (solving the feasibility problem at each step) to obtain the optimal solution. This has the disadvantage that we repeatedly search the same region of the polyhedron on each call to the feasibility procedure.
Another approach is to continue the search when we find an integral solution \((x_1, \ldots, x_n)\) by raising the value of \(T\) to a small amount greater than the objective value \(w_1x_1 + \cdots + w_nx_n\) (so we limit the further search to integral solutions having greater objective value). This allows us to avoid revisiting parts of the polyhedron, but its performance depends on having a good initial value of \(T\). It is easy to adapt either method to stop whenever we are within a certain percentage, \(p\), of optimality. In the latter case, rather than increasing \(T\) by a small amount, we can increase by \((p/100)T\).

Finally, we need to describe how to handle mixed integer programming problems. This is particularly simple: the basis reduction is carried out only on the vectors corresponding to integer variables. Thus, the only effect of the continuous variables is to increase the sizes of the linear programming problems that we need to solve.

### 4. Computational Results

Our computer code is written in the C programming language and uses the linear programming optimizer CPLEX\(^4\) to solve the linear programming problems that arise. Extensive use is made of CPLEX’s Callable Library, to modify the constraint matrix \(A\) and to add and delete the equations \(b^tx - b^ty = 0\) during the course of the algorithm. Also, since the linear programming problems that must be solved are closely related to one another, we make use of CPLEX’s ability to begin with the optimal (LP) basis from one problem to “jump start” the solution of the next problem.

Due to the complexity of the generalized basis reduction algorithm, our code is suitable only for problems having not too many more than 100 integer variables (and any number of continuous variables). Moreover, since even a single run of the basis reduction algorithm involves the solution of a large number of linear programming problems, our code should be used only if simple branch and bound techniques have difficulty on the particular instance. We report on a set of eight such problems in the tables below. The first four were provided by Ellis Johnson, and are part of a set of problems collected at IBM’s Watson Research Center. The remaining four problems are instances of a network design problem at Bellcore, described by Saniee,\(^2\) and studied in Bixby,\(^2\) and Pochet and Wolsey.\(^1\) Six of the eight problems (Isseu, \(p0033\), and the four bell problems) are contained in the MIPLIB library of test problems collected by Bixby, Boyd, and Indovina.\(^3\) (These problems can be obtained by sending email to softlib@rice.edu with the message send catalog.)

Some information about the problems is presented in Table I. The “Variables” column is the total number of variables in the problem and the “Integer” column is the number of integer variables. All eight instances are formulated as minimization problems, and all problems contain variables that can take on general integer values. (The first four problems were originally presented as 0–1 problems.)

The solution times for four versions of our code are given in Table II. The first variant, “Short,” stops the basis reduction whenever it returns to level 1. This cuts down on the running time of the basis reduction algorithm, but may produce inferior branching hyperplanes. In the second version, “Full,” we allow the basis reduction to run to completion. In “Fractional,” we allow the basis reduction to run to completion, but we only carry out the basis reduction algorithm on the vectors corresponding to the fractional values in the current linear programming solution. In each of these three instances, we search for an optimal solution with the straight search method described in the previous section (that is, we do not use binary search). In the fourth version, “Binary Search,” we again use “Short” basis reduction, but, in this case, binary search on the objective value is used until we reach a polyhedron that contains no integral vectors, then we switch to a straight search from the objective value of the best solution we have found up to that point.

The final column of Table II reports the solution times of a straightforward, depth-first-search branch and bound code we implemented for comparison purposes. (Again, this code uses CPLEX as a linear programming solver.) In two instances (bellnet3b and bellnet4), we were unable to solve the problems with “BRANCH.” The times reported for these instances are the points where we stopped the code.

Each test reported in Table II began with the bound listed in the “Bound” column. For the first four problems, these bounds are the objective values of the solutions found by integer programming heuristic that we implemented. (The heuristic failed to find a solution to problem ip.5.) For the four network problems, starting with the optimal value of the linear programming relaxation, we tried increasing the bounds in increments of 100000 (or 10000 in the case of bellnet3a) until a feasible solution was found. (When the bounds were set too low, the infeasibility of the problem was detected very rapidly.)

As can be seen, our basis reduction code (“BIRCH”) was competitive with BRANCH, and was significantly better on the network design problems. One factor that distinguishes these problems from the first four is that the optimal mixed-integer solutions take on values significantly greater than 1 (which is not the case in the other problems, perhaps due to the fact that they were originally modeled with 0–1 variables).

The advantage of using basis reduction is shown more clearly in Table III, where the number of nodes in the search trees for BIRCH (with the “Short” basis reduction) and BRANCH are presented. In this case, BIRCH was
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Table II. CPU Seconds on an IBM R6000 Model 530

<table>
<thead>
<tr>
<th>Problem</th>
<th>Bound</th>
<th>Short</th>
<th>Full</th>
<th>Fractional</th>
<th>Binary Search</th>
<th>BRANCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>lseu</td>
<td>1153</td>
<td>7180.6</td>
<td>9274.2</td>
<td>5027.6</td>
<td>10605.7</td>
<td>393.8</td>
</tr>
<tr>
<td>p0033</td>
<td>3089</td>
<td>79.9</td>
<td>95.0</td>
<td>42.6</td>
<td>118.0</td>
<td>387.1</td>
</tr>
<tr>
<td>ip.5</td>
<td>none</td>
<td>12796.4</td>
<td>29662.1</td>
<td>6213.9</td>
<td>2244.9</td>
<td>1743.3</td>
</tr>
<tr>
<td>ip.6</td>
<td>493</td>
<td>3312.6</td>
<td>3441.6</td>
<td>4157.7</td>
<td>4850.4</td>
<td>1409.4</td>
</tr>
<tr>
<td>bell3a</td>
<td>880000</td>
<td>66.8</td>
<td>66.9</td>
<td>346.6</td>
<td>100.1</td>
<td>7034.0</td>
</tr>
<tr>
<td>bell3b</td>
<td>1180000</td>
<td>6723.8</td>
<td>8244.7</td>
<td>7486.4</td>
<td>7052.1</td>
<td>+ 50 hours</td>
</tr>
<tr>
<td>bell4</td>
<td>1860000</td>
<td>6880.9</td>
<td>7049.1</td>
<td>3998.8</td>
<td>7051.2</td>
<td>+ 25 hours</td>
</tr>
<tr>
<td>bell5</td>
<td>9000000</td>
<td>1346.4</td>
<td>1376.2</td>
<td>2454.7</td>
<td>1516.9</td>
<td>1698.1</td>
</tr>
</tbody>
</table>

Table III. Node Counts

<table>
<thead>
<tr>
<th>Problem</th>
<th>BIRCH</th>
<th>BRANCH</th>
<th>Best Branch</th>
</tr>
</thead>
<tbody>
<tr>
<td>lseu</td>
<td>10797</td>
<td>45765</td>
<td>25480</td>
</tr>
<tr>
<td>p0033</td>
<td>375</td>
<td>89541</td>
<td>6591</td>
</tr>
<tr>
<td>ip.5</td>
<td>3066</td>
<td>28279</td>
<td>21725</td>
</tr>
<tr>
<td>ip.6</td>
<td>2910</td>
<td>113849</td>
<td>9036</td>
</tr>
<tr>
<td>bell3a</td>
<td>113</td>
<td>248011</td>
<td>103748</td>
</tr>
<tr>
<td>bell3b</td>
<td>5312</td>
<td>+ 75000</td>
<td>265096</td>
</tr>
<tr>
<td>bell4</td>
<td>15003</td>
<td>+ 50000</td>
<td>*****</td>
</tr>
<tr>
<td>bell5</td>
<td>1577</td>
<td>111845</td>
<td>44166</td>
</tr>
</tbody>
</table>

significantly better than BRANCH in all instances. Moreover, BIRCH also has lower node counts than a "Best Branch" branch and bound algorithm that we implemented. In this algorithm, for each fractional value $x^*_i$ in the current linear programming relaxation we compute the width of the current polyhedron in the direction of $x_i$, and we branch on the variable having minimum width. This is a "best possible" strategy for getting a small search tree, when we restrict our branching hyperplanes to the unit directions. (This algorithm is very time consuming, and is only interesting from the node count perspective.)

We should remark that the poor performance of BRANCH on the network design problems is not only due to its simple design. The much more sophisticated commercial branch and bound codes, LINDO$^{[4]}$ and OSL Version 1.1$^{[7]}$ failed to solve any of the four test instances. In the case of LINDO, attempts to solve each of the four problems terminated after 40 hours on a VAX 780 without finding a feasible solution. Using OSL's integer programming solver, each run exceeded the 220 megabyte allocated workspace (and terminated) before finding a feasible solution.

The success of BIRCH on the network problems, as well as the improved node counts on the first four problems, suggests that some variant of generalized basis reduction may be a useful tool in approaching classes of difficult general integer programming problems.
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